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░ ABSTRACT: Forecasting electrical load plays a vital role in power system planning. However, it is quite difficult to 

forecast electrical load, as the load on the system varies continuously concerning time and seasons. In this paper, we are proposing 

an advanced artificial neural network model to forecast short-term electrical load. The proposed method tested on historical data 

collected from Karnataka power corporation, India, and test results compared with other data-driven models viz. ARIMA, RNN, 

LSTM, and Prophet. The accuracy and RMSE values were calculated and observed that the proposed model was superior in a day 

and weekly ahead electrical load forecasting. 
 

Keywords: Load forecasting, ARIMA, RNN, LSTM (Long Short-Term Memory), Prophet, Artificial Neural Network (ANN), 

Power System Planning. 

 

 

 

░ 1. INTRODUCTION 
The demand of electrical energy is increasing day by day, 

supplying electricity to all the stakeholders is challenging in 

countries like India, as it is a fast developing nation. The load 

on the grid varies with respect to time, to meet these demand 

utilities need to estimate the consumption demand priority.   

This can be possible by using AI/ML techniques to estimate 

the load demand accurately. The advantages of load 

forecasting is that it helps in reducing outages, losses, overall 

operating cost and improves the stability, reliability, power 

quality and also helps in power system planning. It plays a 

major role in implementing demand side management. 

 

[1] In this paper they proposed a method to forecast the load 

using a correlation analysis and i2 input selection method. 

Euclidian distance is used for BNN (Bayesian neural network) 

training. Forecast accuracy, and error were measured. [2] 

Proposed a GABICS (Genetic algorithm binary improved 

cuckoo search) with extreme learning machine techniques to 

forecast the Short term load by using date framework with 

feature selection method. [3] Presented a SWEMD (Sliding 

window empirical mode decomposition) model for building 

load forecasting this method used for small sites. [4] Used 

support vector regression analysis for day ahead LF. [5] 

Presented feature engineering and modified firefly 

optimization algorithm with SVR model for STLF (Short-term 

load forecasting). Ref. [6] presented a comparison study 

between ARIMA and LSTM models to forecast daily load for 

smart homes using STDAN algorithm. [7] Proposed multistep 

forecasting using autoregressive and integrated MA and RNN-

LSTM methods for nonlinear loads.  

  

In this paper we have collected Karnataka State load 

consumption data for various seasons; the data set contains 

360 samples to forecast the load in a day and week ahead of 

time. The data is available at 

“http://218.248.45.137:8282/LoadCurveUpload/lcdownloadvie

w.asp”. 

 

The flow of work is as follows, section 1 gives the literature 

survey/Background, section 2 discusses the implementation of 

load forecasting using LSTM networks section 3 deals with 

the other forecasting models like ARIMA, SARIMA, RNN 

and Prophet Section 4 discusses results and conclusion. 

 

░ 2. BACKGROUND 
Xin Liu et al. [8]elaborated various data driven models to 

forecast short term electrical load in this they used GFW based 

feature selection to determine the correct predictions and these 

results are compared with the DNN model using shallow 

neural networks. Elvisa and Marijana [9] proposed different 

machine learning algorithms to forecast electrical load and 

implemented additive regression and ANN analysis on STL 

forecasting for summer and winter seasons. Wan He [10] 

presented DNN technique to predict one day ahead loads and 

developed CNN models to extract features in historical load. 

Ammar O et al. [11] in this paper used MC(Multicolumn) 

radial basis function NN for STLF. They implemented k-d tree 

algorithm using modified error correction method to form 

MCRN, this technique improves the speed of convergence and 

improves the generalization over other methods. Stefan Hosein 

et al. [12] in this they applied DNN(Deep neural network) and 
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other machine learning techniques on SMART Meter data to 

STLF in a power grid and also discussed dynamic pricing to 

reduce peak load. Calculated daily MAPE and compared with 

other models. Sajjad Khan et al. [13] presented “empirical 

mode decomposition based extreme learning machine” 

technique for daily, weekly and monthly building load 

forecasting and results compared with CNN model. Hossein 

Javedani Sadaei et al.[14] presented a method using fuzzy time 

series and convolutional neural networks to forecast STL 

Dagdougui H.et al.[15] Proposed NN model using Bayesian 

and Levenberg learning algorithms to forecast short-term load 

in buildings. 

 

From the related research it is observed that the previous 

presented models are having high MAP error, mean squared 

error and RMSE. So it is necessary to develop a model with 

low MAPE.MSE and RMSE to STLF with high accuracy. For 

that we developed various deep learning methods like LSTM, 

Prophet, ARMA, SARIMA and RNN models to forecast STL 

and compared the test results with each other. We have 

collected the historical data from the Karnataka state power 

corporation Ltd., India.  

 

   ░ 3. IMPLEMENATION OF LSTM 

NETWORKS   
LSTM networks outperforms in neural network family 

compare to other neural networks, it has a memory cell to 

store the data. This feature helps in analysing the large time 

series data. It has input gate, forget gate, output gate and a cell 

candidate gate. The function of output gate is to read the 

information from the memory cell, input gate feeds the 

information to cell and forget gate will decide which 

information to forget and retain.At the beginning of each time 

𝑡, the unit first calculates the activation function {𝑖t, 𝑓t} of the 

input gate and the forget gate, and updates the memory cell 

from 𝑐t-1 to 𝑐𝑡 [16]. 

 

 
Figure 1: LSTM RNN 

 

it = σ(Wixt + UiHt−1 + ViCt−1 + bi)                (1) 

ft = σ(Wfxt + UfHt−1 + VfCt−1 + bf)            (2) 

Ct = ft ⊙Ct−1 + it ⊙ tanh(Wcxc + UcHt−1 + bc)     (3) 

𝑂𝑡 = 𝜎(𝑊𝑜𝑥𝑡 + 𝑈𝑜𝐻𝑡−1 + 𝑉𝑜𝐶𝑡−1 + 𝑏𝑜)                      (4) 

Ht = Ot ⊙ tanhCt                                                        (5) 

The algorithm for LSTM network given Fig2 taken from 

“https://in.mathworks.com/help/deeplearning/ug/time-series-

forecasting-using-deep-

learning.html?s_tid=srchtitle_time%20series%20forecasting_1

”  

 

Figure 2: LSTM networks process flow 

3.1 LSTM Results 

The Load the historical data and process it through LSTM 

networks, fig 3a) shows the data set info and 3b) depicts the 

training progress, first 90% of the data is used to train the 

network and remaining10% data used for test the data. Prepare 

the predictors and forecast into future time steps and calculate 

the accuracy and RMSE value of the trained model and also 

estimate the future load requirement. Observed RMSE value 

before updating the model is 688.123 MW and after updating 

the training model its value is 68.4856 MW as shown in fig 4.  
 

The deviation in the prediction is just only a 3.2%. So this 

method helps the utilities to plan their generation according to 

the load requirement and in terms increases the power quality 

and reliability of the distribution system. 
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Figure 3a: KS load data set 
 

 

Figure 3b: Traning progess 

 

 

Figure 4: Hourly load forecast 

3.2 Training Parameters 

Accuracy, Sensitivity, Specificity and Precision of the 

trained model can be obtained from the confusion matrix 

shown in Fig.5.  Definitions of these parameters given in the 

reference [17], where, Total no of samples N= 1446, truly 

positive sample tp =39, truly negative sample tn=1396, false 

positive fp= 10, false negative fn= 0, positive sample p= 39, 

negative sample n= 1406. 

 

Accuracy = 
𝑡𝑝+𝑡𝑛

𝑁
 = 99.24%, Sensitivity = 

𝑡𝑝

𝑝
  = 100%,  

 

Specificity= 
𝑡𝑛

𝑛
  = 99.29%, Precision= 

𝑡𝑝

𝑡𝑝+𝑓𝑝
  = 80%            (6) 

 

Figure 5: Confusion matrix predicted values 

░4. RESULTS OF ARIMA, SARIMA, 

RNN AND PROPHET 

(a) ARMA Model: it has auto regressive and moving average 

components with an order p, q. 

 

𝑋𝑡 = 𝑐 + 𝜀𝑡 + ∑ 𝜑𝑖𝑋𝑡−𝑖
𝑝
𝑖=1 + ∑ 𝜃𝑖𝜀𝑡−𝑖

𝑞
𝑖=1                 (7) 

 

For finding suitable p, q value we use AIC (Akaike 

Information criterion) or BIC (Bayesian Information criterion) 

criterion. The AIC and BIC values are given in Figure 6. 
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Figure 6: ARMA and ARIMA Model Results 

 

(b) ARIMA Model: it has non-seasonal and seasonal 

components represented by ARIMA (p,d,q) and 

ARIMA(p,d,q)(P,D,Q)m  where P represents the order of AR 

model, D represents degree of differencing and Q indicates the 

order of MA model, m refers the number of periods in each 

season [18] 

 

(1 − ∑ 𝜑𝑖
𝑝
𝑖=1 𝐿𝑖)((1 − 𝐿)𝑑)𝑋𝑡 = 𝛿 + (1 + ∑ 𝜃𝑖

𝑞
𝑖=1 𝐿𝑖)𝜀𝑡      (8) 

Where L is the lag operator, 𝝋𝒊  is the AR parameter, 𝜽𝒊  is the 

MA parameter and 𝜺𝒕 error term. The augmented Dickey- 

Fuller test can be performed to check the stationary in the data, 

and ACF, PACF plots are drawn for stationary time series 

data.  

 

 

Figure 7: SARIMA Model Results 

ACF and PACF plots shown in Figure 8. 

   
 

 
Figure 8: ACF and PACF plots of KS load data set 

 

Figure 9 shows the actual and predicted values of different 

models. 

 
Figure 9: Load forecasting using ARMA, ARIMA, and SARIMA 

 

Figure 10 shows the results of RNN model. 

 

 
Figure 10: Load forecasting using RNN 
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Figure 11 depicts the results using fb Prophet  

 
Figure 11: Load forecasting using Prophet 

 

The trend, weekly and daily seasonality of the load using fb 

Prophet is given Figure 12. 

 
Figure 12: Daily and weekly seasonality 

The observed results of different forecasting models are 

tabulated below, 

░ Table 1: Comparison of Results 

Forecast Model MSE RMSE (MW) 

ARMA 3913970.09 1978.37 

ARIMA 2410925.71 1552.71 

SARIMA 159894.42 399.86 

RNN 86659.53 294.37 

Prophet 98125.56 313.25 

LSTM 4690.27 68.48 

░ 5. CONCLUSION 
In this paper, we developed different techniques to 

forecast short-term electrical load. Here we have taken KS 

load consumption dataset, which has 380 data points out of 

which 90% of data used for training the network remaining 

10% data used for testing and estimated the load requirement 

for 24 hours (1 day) ahead. From Table 1, the results shows 

that LSTM networks possess high accuracy and low RMSE 

values, while ARMA, ARIMA, SARIMA models possess high 

MSE and RMSE values, and the ability to forecast extreme 

values is limited and it is difficult to estimate outliers. The 

problem of vanishing gradient in RNN can be overcome with 

LSTM. 

The mean value of daily load is 7386 MW and the 

observed RMSE value is 68.48MW, which is as low as the 

other models. The deviation from the load estimation is only 

3.25%. Hence, forecasting electrical load is of the utmost 

importance to designing a power system to enhance quality of 

power and reliability. 

 

░ 6. FUTURE SCOPE 
Further we want to develop AI based energy efficient 

forecasting model for buildings and gated communities by 

adopting DSM techniques. The limitation of LSTMs are at the 

risk of over fitting, and it’s difficult to use drop out technique 

to suppress the issue. This can be solved in our future work. 
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