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░ ABSTRACT- The detection of eye illnesses requires a thorough inspection of all of the eye's structures. Most significantly, 

the presence of blood vessels, an optical disc, and any other unwelcome objects, if any are discovered, is critical in determining the 

type of eye disease present. Specifically, the goal of this research is to establish a thorough segmentation framework that will aid in 

the detection of anatomical anomalies in the eye. A novel segmentation technique for analyzing blood vessels, optical disc health, 

and the presence of exudates has been added into the software. - It was decided to add the detection of aberrant objects such as 

exudates into the algorithm in order to develop a generic segmentation method. In order to verify the accuracy of the segmentation 

at each stage, random sampling is employed at each stage. The segmentation is then validated using the intersection over union 

metric. The accuracy of the integrated segmentation method as a whole is 91.66 percent. 
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░ 1. INTRODUCTION 
One of the most critical challenges for those practicing 

ophthalmology in the COVID-19 era is reducing the danger of 

COVID-19 cross-infection while also implementing effective 

infection control procedures in their practices. It is critical to 

clean "high-touch" surfaces on a regular basis and to keep a high 

level of sanitization on those surfaces. In outpatient treatment, 

a thorough dual screening and triaging approach is required in 

order to identify patients who are at high risk of infection and 

to ensure that they are properly segregated from the rest of the 

patient population. To limit communication between inpatient 

and outpatient treatment facilities to a minimum, it is vital to 

maintain the inpatient and outpatient treatment facilities 

completely distinct. To minimize patient attendance rates, the 

most effective option for the time being is to put in place 

administrative measures to make them lower. There has been an 

increase in the need for frequent modifications and rescheduling 

of appointments. Remote technology, despite its rising 

popularity in the investigative field, cannot fully substitute for 

the need to conduct investigations in person when doing so is 

absolutely necessary in many situations. The latest advances in 

mathematics and machine learning, according to studies 

published in high-impact journals in the fields of 

ophthalmology and computer science, are being used by many 

researchers, and indeed by many corporations, to improve the 

workflow associated with the clinical diagnosis and treatment 

of eye diseases. However, due to the fact that multi-disease 

models and applications are still in the early stages of 

development, some improvisation is required. Researchers are 

increasingly concentrating their efforts on highly specialized 

elements of eye issues and diseases, according to an exploratory 

review of the most recent study literature. One area of 

concentration for some researchers is developing systems that 

can identify morphological changes that occur in the blood 

vessels of the eyes as a result of diabetes, while another area of 

focus for other researchers is the health analysis of the optical 

discs of the eyes, among other things. The screening of 

individuals in a short period of time is therefore not achievable 

due to limited or single eye disease-based technology setups. 

The current extreme circumstances necessitate the development 

of technology that can reduce the frequency of patient visits 

while also enabling no-touch environments. Construction of 

technologies that scan human subjects for many diseases in a 

single visit while under the supervision of a medical practitioner 

can accomplish this. Blood vessels are organs of the body that 

carry body fluids in different parts of the body [3]. The medical 

world recognizes four kinds of blood vessels: arteries, veins, 

capillaries and sinusoids. Each type of blood vessel has a 

different function and fluid to carry from one destination to 

another. The tubes that carry blood from the heart to the other 

body parts are called arteries. These arteries may have branches 

known as arterioles. The tubes that bring back the blood fluid 

from various parts of the body to the heart are veins. Veins carry 

impure blood, and their branches are also known as veins. By 

monitoring the morphology, size, volume of the arteries and 

veins of the eye organ, characterization of eye disease can be 

done. These observations are typically done by a medical 

practitioner [4]. The medical specialist examines the various 

parts of the eye to diagnose eye diseases that include eyeball, 

retina, cornea, veins, arteries, and various other parts of the eyes 

[5, 6]. If there is some abnormality in different parts of the eyes 

and inference is drawn in conjunction with other clinical 

findings, particular eye disease is detected. The manual process 

of detecting eye disease is highly specialized and tedious work, 

and at the same time, it is prone to different kinds of human bias 
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and errors. Many researchers, as mentioned earlier, are 

employing multiple stack technologies to develop detection of 

eye problems to overcome this challenge and to leverage the 

latest technology [7]. For a computer-based system to 

successfully detect eye diseases requires the collection of 

existing case studies that cover multiple range of modalities is 

the first requirement [7]. For this, many researchers, institutions 

and organizations have initiated curating images related to eye 

diseases and publicly have made them available. With the help 

of publically available resources, the existing ecosystem of eye 

detection technologies can be improved further so that 

inadequacy of the limited capacity in terms of the number of 

diseases it can detect can be increased [8, 9].   

 

Further, this research document has multiple sections and sub-

topics for maintaining clarity and readability as per the logical 

sequence. Section 2 includes the literature work related to the 

paper. Section 3 discusses the material and methods. 

Performance Analysis of the segmentation process with respect 

to different parts of the eyes is done in Section 4. The last two 

sections, Section 5 and Section 6 are dedicated to discussion and 

recommendation for future directions in context of this 

research, respectively.  

 

  ░ 2. LITERATURE REVIEW 
This section discusses two topics. The first topic discusses the 

role of image processing and the second part discusses the 

general framework of detection and classification that are 

currently in practice for detecting eye diseases. 

 

2.1 Role of Image Processing 

It can be understood from the current literature survey that 

multiple samples of image modalities are managed for 

identifying eye disorders [10, 11]. The most frequently used 

modality is the use of fundus images. The fundus image 

technology provides a convenient way of analyzing 

abnormalities in the eyes. Typically, when there is some ailment 

in an eye: either there are red spots [12], yellow circles [13], 

white spots, or cotton type blurry objects in the eye [14]. There 

might be a change in the size of the optical disc [15], a change 

in the number and dimensions of veins/arteries in the eyes, or 

simply an abnormal variation of texture in the retina area of the 

cornea area [15]. Hence, the objective of segmentation 

algorithms is to extract and segment those areas that give a 

clear-cut indication of a problem in the eye and clinical 

evidence that there is a specific type of eye disease. For this, 

researchers are using image processing techniques to remove 

the technical issues that would impact the accuracy of detection 

of eye disease. 

 

The standard deviation values computed by medical specialists 

for each eye segment can be utilized to detect any abnormal 

changes in the eye. By segmenting the blood arteries separately, 

a computer algorithm aided by machines can assist clinicians in 

diagnosing and quantifying the disease's effect on the eyes. By 

segmenting different parts of the image, more precise pathology 

can be done and it will assure image based evidence care for 

ocular and medical disorders. The form, thickness, and texture 

of the eye regions aid in the analysis of the overall eye health 

[15-18]. If the shape, colour, and texture of the various parts of 

the eye (arteries, optical disc, eyeball size, and veins) deviate 

from the normal pattern of growth, the medical professional will 

be able to diagnose an eye condition [19]. There are a limited 

number of works that work on multiple eye parts for detection 

of multiple ailments. Typically, the focus of the contemporary 

papers is work on specific parts such as blood arteries.  

 

Technically, it is known that noise enters the retina fundus 

images in many cases, which needs to be removed. For this, 

researchers either normalize the images or use methods that 

would remove the non-uniform illumination [20, 21]. 

Researchers have given empirical evidence that the green 

channel (RGB colour model) is the most appropriate for 

extracting red and yellow spots of the eyes [22]. The extraction 

is done by improving the contrast with the help of methods such 

as contrast stretching, adaptive contrast enhancement 

algorithms [23], and some have even used fuzzy logic to 

improve the contrast. By improving the contrast, the difference 

between the different intensities is increased, and for the 

segmentation algorithm, it becomes easy to segment that area. 

Many authors have demonstrated in their work that the variation 

in the background can be reduced by image smoothing filters 

and histogram equalization methods [20]. Researchers are also 

using shade correction methods for reducing non-uniform 

illumination areas in the eyes [24]. This way, the image is 

transformed for a better outcome in terms of segmentation. 

Many researchers have specifically targeted different parts of 

the eyes that get affected due to a particular kind of eye disease 

[7]. 

 

2.2 General Segmentation Frameworks 

The detection frameworks of eye diseases can be understood at 

two levels. Lesions are analyzed in the first level, followed by 

image analysis to detect eye disease in the second level. In the 

case of the lesion approach, location, position and frequency are 

analyzed to determine the pattern of lesion development. From 

the lesion patterns, various kinds of inferences, such as the 

degree of severity of the disease, are taken in conjunction with 

clinical studies for detecting eye disease. The image-based 

detection evaluates eye disease signatures using multiple 

functions to identify a potential area in the eye anatomy for 

signs of abnormalities. This essentially includes detection of 

lesions medically referred to as micro aneurysms [25], 

hemorrhages [26], and exudates (soft or hard) [25]. The 

challenge in image processing is that it necessitates first 

addressing identifying and eliminating similar objects. Objects 

have similar geometric and texture features, e.g. red spots and 

blood vessels. Hence, on investigations, it can be found that 

researchers adopt various approaches in segmenting the region 

of interest for detecting eye ailments from fundus images. Most 

common methods of segmentation include the use of region 

merging methods, edge detection filters, pixel clustering 

algorithms such as k-means, local or global thresholding 

algorithms such as Otsu, ISO data and many more [27, 28, 29, 

https://www.ijeer.forexjournal.co.in/
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30, 31]. The current citations in this context show that the focus 

of researchers was to construct CNN-based algorithms for 

segmenting the blood vessels [32]. It can be observed that the 

use of UNet is most common in this context. It should also be 

noted that Convolutional Neural Network (CNN) based 

approaches require much augmentation in terms of data size, 

data augmentation, selection of convolution filters, selection of 

hyper-parameters for optimizing the CNN performance, and it 

has been found that in many cases, building segmentation 

models is a time-consuming process. Hence, in this research 

work, the attempt was to build a segmentation system that 

works with combined approaches or hybridization methods for 

streamlining the segmentation process. This paper demonstrates 

a generic algorithm that can quantify multiple eye problems, 

including detection of exudates and analysis of blood arteries 

and optical disc. According to experts, different eye diseases 

have different detection and identification problems. In many 

cases, the shape and geometry of the optical disc of the eyes 

give a clear indication of eye disease [33]. In detecting Diabetic 

Retinopathy (DR), a deep and thorough examination of blood 

vessels is essential. In the case of cataracts and glaucoma, 

analysis of exudates is critical. Therefore, many characteristics 

of DR, such as micro aneurysms, hemorrhages, and exudates, 

must be covered for a reliable detection solution. Hence, for 

constructing a standard eye problem detection algorithm, 

segmentation of optical disc, exudates, and blood vessels are 

essential.  

 

In conjunction to funduscopic, fluorescein angiography (FA), 

and optical coherence tomography (OCT), other methods for 

measuring retinal blood flow dynamics, such as optical 

coherence tomography angiography (OCTA), and laser speckle 

flowgraphy, are being developed (LSFG) by current scientific 

community for the advancement in ophthalmology 

technologies. Image analysis is the first and most important step 

in the diagnosis process in all of these technologies. When 

following the logical workflow of image analysis, the initial 

step is picture segmentation. In order to establish prototypes in 

an ophthalmic image analysis pipeline that can be used across 

imaging modalities, it is clear that segmentation and 

quantification must be developed. This paper describes how to 

do so. The paper explores the use of previous segmentation 

methods to improve better workflow to justify foundations of 

image segmentation for multi-disease systems that can be made 

in future.  

 

The Digital Retinal Images for Vessel Extraction (DRIVE) 

dataset [21] has been designed for the development and 

validation of retinal segmentation algorithms and not for DR 

detection and does not cover the full spectrum of DR severity, 

camera variations, and patient demographics. Hence, data 

fusion and data augmentation should be considered to overcome 

the inadequacies. Therefore, the problem revolves around 

constructing a combination segmentation algorithm for 

detecting multiple eye diseases and covering the problem of low 

quality of fundus images due to lens opacifications and inter-

operator variability in image quality.  

░ 3. MATERIAL AND METHODS 
This section details the techniques required to overcome the 

obstacles associated with segmenting various components of 

the eye, such as blood veins, optical discs, and so on. The 

workflow for the segmentation procedure is readily apparent in 

Figure 1. There are three primary sources of data for this 

research: DRIVE [21, 29], IDRiD [34] and SUSTech-SYSU 

dataset. By previous researchers the DRIVE database was 

planned and developed to facilitate comparative studies on 

blood vessel segmentation in human retinal representations. 

Segmentation and visualization of retinal blood vessels and 

their morphological characteristics, such as the roundness of the 

optical disc, vessel bifurcation patterns, and matter orientations, 

are used to screen and diagnose. Diagnosis, screening and 

treatment of various cardiovascular and ophthalmologic 

illnesses such as heart attack, diabetes, hypertension etc. use 

segmentation of the retinal blood vessels. This further helps to 

establish the definition of their morphological characteristics 

such as length, width, tortuosity, and orientation. 

 

Technical analysis of the blood vessels located in the eyes 

benefits in investigations of other screening programs and 

diagnoses protocols. The analysis helps to find clinical 

correlations and association between factors that are causing a 

particular medical eye condition in the patients. Mathematically 

methods and algorithms help to establish a basis between the 

influencing factors such as vessel thickness, shape with respect 

to ailments. Additionally, these screening programs will aid in 

the progress and research of laser surgery with computer 

assistance. The second dataset pertains to the demographic 

region of India. The IDRiD data collection contains 516 images 

of clinical quality obtained from an eye check-up facility in 

India. This clinical corpus is composed of patients with diabetic 

retinopathy and diabetic macular edema (DME). 

 

The SUSTech-SYSU dataset is the third dataset [35]. This 

dataset was created for the aim of detecting exudates and 

gradation. Micro aneurysms, hard exudates, soft exudates, 

bleeding, microvascular abnormalities, intraretinal, and 

neovascularization are all examples of DR lesions. According 

to recent research, the size and amount of hard exudates may 

have serve as a potential discriminating predictor of the severity 

of DR. Increased production of hard exudates is a sign of a 

serious underlying ailment that requires immediate medical 

attention. Multiple databases were aggregated to aid the 

construction of the algorithms that can detect DR, DME, 

cataract, glaucoma, and healthy eye persons. The process was 

referred to as data fusion. Data fusion algorithms leverage 

multiple disease data sets for constructing image processing 

functions that work on heterogeneous disjoint sets that can 

support multi-disease detection systems. Some authors refer to 

such procedures as data adaptation also. Data adaptation is a 

process by which a data set is constructed to help the learning 

component of the detection system to discriminate between the 

various disease modalities and deliver an effective solution.  

Data augmentation, data fusion, and data adaptation immensely 

help overcome building generic systems of detection. 

https://www.ijeer.forexjournal.co.in/
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3.1 Generic Segmentation Algorithm 

This section explains the steps taken for segmenting each part 

of the eye that can provide hints about the kind of abnormality 

in the eye. Normality test defines the normal standard 

deviations of thickness and sizes of various eye parts. This test 

also defines the normally expected colour, texture and shape of 

the eye parts. Suppose there is some degree of deviation from 

these values, then there is a fair symptom that a large population 

of the world is suffering from some kind of eye ailment. Many 

remain undiagnosed until it becomes late, secondly lack of 

facilities forces us to rethink about systems of eye problem 

detection. Hence, an automatic algorithm that can extract all the 

parts of the eyes and can help in the qualitative and 

physiological analysis of the eye in terms of its health requires 

steps that include: extraction of eyes' blood vessels, extraction 

of optical disk boundary, and extraction of soft and  
hard exudates in the eye. 

 

3.1.1 Segmentation of Blood Vessels  

The resource input to the segmentation process includes the eye 

fundus images, gradient filters, global thresholding algorithms 

functions and constant threshold values. 

Figure 1: Logical workflow of segmentation process 

 

░ Table 1: Convolutional Filter Attributes 

The recognition of blood vessels was contingent on our 

ability to work out the filters of the numerous segments that 

comprised the whole image accurately. The rate, at which 

intensity of pixel changed, enabled the detection of object 

borders and edges in images. The gradient became more visible 

after changing the image colour model to CIELAB colour 

space. However, as a result of undesirable artefacts and noise, 

the image derivative rapidly changed, resulting in the detection 

of incorrect edges or segments of images. As a result, following 

pre-processing processes such as de-noising was done. This was 

accomplished through the use of two dimensional image 

convolutional filters. The information in Table 1 pertains to the 

filter qualities utilized in this study. The complete set of 

convolution kernels is based on the images constructed using 

derivative computations that make filtered images. This way it 

aids in detecting areas that have changed in the image 

semantics. 

 

 

 

 

 

 

 

Sr. No. Convolutional Filters Size Attributes of filters Details of filters 

   1 Prewitt 3x3 Gx=[+1 0 -1; +1 0 -1; +1 0 1] (X –direction ) 
Gy=[+1 +1 +1; 0 0 0; -1 -1 -1] (Y-direction) 

Horizontal edge emphasizing filter 

   2 Laplacian of Gaussian 

(LOG) 

5x5 [ 0 0 -1  0 0 

0 1 -2  1 0 
1 2 -16 2 1 

0 1  2  1 0 

0 0  1  0 0] 
 

Since, the derivatives of image are receptive 

to the noise. Smoothening of image is done 
by using filter such as Gaussian 

   3 Laplacian Filter 3x3 [0 1 0 

1 -4 1 

0 1 0] 

Approximation of the 2D Laplacian filter 

  4 Low Pass Gaussian Filter 3x3 Value of sigma is 0.1  

Gaussian low pass  

 

  5 Sobel 3x3 Gx=[-1 0 1; -2 0 2; -1 0 1] 
Gy=[-1 -2 -1; 0 0 0; 1 2 1] 

Horizontal edge emphasizing filter 

  6 Mean 9x9 1/(kernel size) 

 

Mean intensity of the image is the basis 

https://www.ijeer.forexjournal.co.in/
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The following stage is to develop the segmentation algorithm in 

such a way that the picture processing does not require 

excessive computing and storage assets. To extract the 

coefficients from each image, the mathematics of Principal 

Component Analysis (PCA) was used. However, prior to this 

stage, the image matrix's colour model was modified to create a 

more accurate approximation of pixel intensities for 

segmentation, which transform image into invariant structure 

and at the same time decreases the digital footprint in terms of 

matrix size. 

 

PCA is done using the following steps: 

1. Calculate the 'Ii' image matrix's covariance. 

2. Sort out the calculated Eigen vectors and their related values. 

3. To generate a new matrix with 'k' dimensions, select the first 

'k' eigenvalue. This phase assists in determining the primary 

directions of difference in the image matrix. 

4. Transmute the original image in dimension into new 'k' 

dimensions   

 

     As briefly discussed above, steps 4 and 5 involve contrast 

enhancement and filter application. 

 

Global thresholding techniques were used in this step to 

aggregate pixels with intensity larger than the level or threshold 

determined by the automatic thresholding method.  

 

Additionally, pixels that were too tiny to be called blood veins 

were removed at this step. ISOdata and Otsu were compared. 

The Otsu algorithm uses the concept of clustering is based on 

the concept of minimizing variation between classes. ISOdata's 

pixel clustering algorithm is based on separating and merging 

groups according to their standard deviation. 

 

Table 1 summarizes the outcomes of these approaches for 

various combinations of convolutional filters. 

Background pixels were removed (Filtered picture 'JFi' 

obtained using the filters listed in Table 1) to get intensity 

values that corresponded to the blood vessels. This was 

accomplished through the use of set theory and the subtraction 

method: 

 

Ii =JFi- Jii                                                (1)  

 

Where ‘JFi’ is the filtered matrix of the image that contains 

pixels of the blood vessels and ‘Jii’ is the optimized (stretched) 

contrast matrix of the image. 

 

Finally, the resulting image was applied to the complement 

mathematical process to get the concluding segmented image. 

 

3.1.1 Blood vessel segmentation output analysis 

Manual visual observations demonstrate that segmentation 

output by Otsu (global thresholding) in combination with the 

mean filter is the best of all studied combinations. The blood 

vessels' shapes were crystal clear. The LOG, Prewitt and 

Laplacian operations do not segment effectively in achieving 

the precise Region of Interest (ROI), as seen in the following  

eye images. 

 

      
(a)                                              (b)  

      
                     (c)                                                 (d) 

      
                    (e)                                                (f) 

      
                     (g)                                                (h) 
Figure 2: Segmentation results from left angle (a) Actual image (b) 

Sobel (c) Prewitt (d) Laplacian of Gaussian (e) Gaussian (f) ISOdata 

and Mean (g) Laplacian (h) Otsu and Mean 

 

The outcome of the segmentation algorithms is shown in Figure 

2. It demonstrates that blood vessels were conspicuous and 

appropriately segmented. It appears as though the Laplacian, 

LOG, and Sobel filters, in conjunction with Otsu and ISOdata, 

offer inadequate indications for blood vessel extraction. As a 

result of the sobel operator's ability to smooth the image data, 

the Otsu and ISOdata algorithms failed to group the pixels. 

https://www.ijeer.forexjournal.co.in/
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Segmentation failed completely in the case of Laplacian and 

LOG filters. In this sample, the poor segmentation outcome can 

be due to the fact that the second-order derivative of the   space 

was not able to distinguish regions with sudden gradient 

changes in the image. As illustrated in Figure 2, when used in 

conjunction with Otsu, an independent implementation of 

Gaussian smoothing produced superior output. The mean filter 

output, when combined with ISOdata or Otsu, resulted in high-

quality segmentation. The mean filter looks to be more effective 

in reducing noise and smoothing the image than the other filters. 

As a result of this, the image was generated with a higher level 

of segmentation result. 

 

       
(a)                                             (b) 

      
              (c)                                              (d) 

      
                      (e)                                              (f) 

      
                      (g)                                             (h) 
Figure 3: Segmentation results from right angle (a) Actual Image (b) 

Laplacian (c) Otsu and Mean (d) Sobel (e) Gaussian (f) Prewitt (g) 

Laplacian of Gaussian (h) Mean and ISOdata 

The outputs of all the segmentation techniques employed to 

images with the different angles are depicted in Figure 3. These 

findings were consistent with those obtained with left-angle 

pictures, as illustrated in Figure 2. The mean filter appeared to 

be superior in its ability to manage certain types of noise. 
 

In these images, there were a few uncommon pixel values that 

were distinctly unrepresentative. Additionally, the mean filter 

eliminated the need for edge interpolation. If this occurred, the 

margins would have blurred, resulting in the appearance of hazy 

blood vessels. 

 

       
(a)                                       (b) 

       
                   (c)                                              (d) 

       
                  (e)                                                   (f) 

       
                  (g)                                                    (h)  
Figure 4: Segmentation results from front angle (a) Actual Image (b) 

Laplacian of Gaussian (c) Laplacian (d) Gaussian (e) Prewitt (f) Sobel 

(g) Otsu and Mean (h) Mean and ISOdata 

 

When combined with the Otsu method, the output of the sobel 

algorithm produced disappointing results. Prewitt, LOG filters, 

https://www.ijeer.forexjournal.co.in/
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and Laplacian filters cannot be used in succession with any of 

the thresholding approaches, as illustrated in Figure 4. 
 

This result may be explained by the fact that the filters 

computed gradients near zero. As a result, the photos lost nearly 

all of their brilliant pixels. When paired with ISOdata, the mean 

image filter, which operates as a low-frequency filter, yielded 

below average quality segmentation. The cause for this was that 

it was using excessive interpolation to compute the blood 

vessels, and as a result, the pixels became clustered. The 

combination of the Gaussian filter and ISOdata, as well as the 

sobel filter and Otsu produce equivalent results. It should be 

highlighted that the optimal combination was Otsu along with a 

mean filter with a 9x9 grid size. 

3.2 Segmentation of Optical Disc 

Optic disc is the human eye portion that passes bytes of visual 

stimuli to the brain neurons. It is placed in the base of the eye 

(Figure 5), near the center of the nose. It is the part of the eye 

that is harmed or swollen by glaucoma or a medical condition 

like papilledema. The geometric qualities like the size, area, etc. 

on the optical disk of the eye are used for diagnosing such 

medication disorders. The normal ratio of cup to disk is about 

1/3 or 0.3 in general (the diameter of the cup divided by the 

diameter of the entire nerve head or disc) [36].  There is some 

natural diversity here, with some people having essentially no 

cup (a cup to disc ratio of 1/10 or 0.1) and others having 4/5ths 

or 0.8.  
 

░ Table 2: Segmentation Results of Optical Disc 

Image of unhealthy eye (Right angle, Left angle) Application of Optical Disc Analysis (ODA) Optical Disc 
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If an individual's cup/disc ratio is greater than 1/3, it is thought 

that the cup is growing larger. Glaucoma, a medical condition, 

will cause the cup to expand (actually, little nerve fibers are 

being wiped out along the rim of the optic nerve in glaucoma). 

In many cases, the specialist would also examine the optic 

nerve's colour, as many other optic nerve diseases may cause 

swollen cups and the nerve to appear pale. Hence, in case 

detection of glaucoma, detection of the colour, texture, and 

geometric properties are essential. This section focuses on the 

segmentation of the optical disc so that accurate measurements 

can be taken for determining glaucoma or any other clinical 

investigations. 

 

The segmentation process consists of multiple steps and is 

summarized as follows: 

 

Step 1: It consists of the application of the median filter and 

bilateral filter on the grayscale image. The median filter helps 

to reduce the intensity variation between the pixels so that the 

image becomes smooth with medium intensity. At the same 

time, it helps remove salt and pepper noise in the image. The 

bilateral filter further smoothens the image pixels and 

diminishes the influence of noise further on the image. These 

contours in the image become more prominent. To further 

increase the difference between the edges, the Contrast Limited 

Adaptive Histogram Equalization (CLAHE) algorithm was 

used so that segmentation could be accessible to a higher level 

of contrast.  

 

Step 2: Morphological operations such as erode and dilation 

were applied. In the erode operation, the boundary pixels were 

reduced and dilated, increasing the size of the foreground 

pixels. A custom function that detects the brightest pixels and 

most prominent object in the image was created for the mask.  

The segmentation process was completed using the mask 

created in the last step. Table 2 gives the segmentation results 

after the extraction of the optical disk, the geometric features of 

the segmented optical disk are measured and if the values of the 

optical disk are more than the average normal size of the healthy 

patient’s optical disk values.   

3.3 Segmentation of  Exudates   

As previously stated, diabetes patients face an elevated risk of 

visual loss. Eye issues can be diagnosed in conjunction with 

other clinical investigations and tests using diabetic retinopathy 

diagnosis techniques. Yellow or white lesions, also known as 

hard exudates (EX), are one of the most common alterations 

noticed on the eye as a result of diabetes. As a result, it is evident 

in fundus images and is the most crucial feature to detect using 

a computer vision algorithm. Post-processing techniques are 

required to distinguish EX from other bright artefacts such as 

cotton wool spots and optical discs. This section covers how 

hard exudates are segmented. Table 3 gives the output after 

segmenting the exudates. 

 

In conventional k-means, the outcome of the clusters and its 

quality depends on the initial guess given to the k-means 

algorithm. Since, the intention is to separate the exudates from 

the rest of the eye structure. It is better to give an intelligent 

guess to the k-means rather than giving it average values of the 

data. Hence, in the first step, bright objects are identified and 

the pixel intensity values from the both axes are given to the k-

means algorithm as initial guess. 

 

Step 1: Find top four maximum mean values intensities of the 

images by sorting values from highest to lowest. The exudates 

have high brightness and intensity. The top four values are 

based on the histogram analysis which the algorithm used 

before choosing the starting point for execution of the loop for 

finding clusters. 

 

Step 2: Initialize the cluster centres by assigning top four 

maximum intensity values extracted in the first step. 

Initialization of other routines parameters of k- means is done 

here. 

 

Step 3:  Define the constant W, where W is referred to as 

“Width”. Factor represents the typical size of the exudate 

cluster. If the number of elements in a cluster is greater than the 

width, the k-means algorithm computes another cluster until all 

clusters are formed. The width represents the minimum size of 

the exudate. 

 

Step 4: Iterate and compute distances, update and compute new 

centroid till the stopping criteria get invoked. 

 

[Histogram_means]] = mean (histogram ([Image-Data], 

bins=255))                                        (2) 

 

[intial_mean0,intial_mean1,intial_mean2,intial_mean3,intial_

mean4]=Sorted(max(Histogram_means),asc ending)         (3)         

 

░ Table 3: Segmentation of Exudates   
            

Input Image Segmented Exudates 
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░Table 4: Overall Accuracy Percentage 

 

 

Sr. No. Algorithm Stage  Related Work 

Reference   

Accepted/Sample   Average Intersection 

over Union (IoU)  

(Related Work) 

Average Intersection 

over Union (IoU) 

Proposed Algorithm  30 50 75 

1 Blood Vessel 

Segmentation  

 20 23 39 0.88 0.99 

2 Optical Disk & Cup  

Analysis[38]  

 13 31 39 0.678 0.78 

3 Exudates   

Segmentation [39]  

 15 39 67 0.77 0.98 

Overall Percentage  0.99+0.78+0.98 = 91.66 

░ 4. RESULTS AND DISCUSSION 
This section discusses the performance of the various 

components of the segmentation algorithm. The segmentation 

algorithm's performance was evaluated at each analysis stage 

following a rigorous regime for evaluation. The three columns 

in Table 4 represent the three stages of the segmentation 

process. From this table, it is clear that the overall accuracy of 

the system is close to 91.66 %.  The evaluation of the integrated 

segmentation algorithm was done in each stage. A simple 

random sampling method was used to check the accuracy of the 

segmentation process. Each item (segmented image) had equal 

probability to get evaluated for performance checking. Random 

samples of thirty, forty and seventy five were considered and 

with the help of IoU metric each segmented image was checked 

against a benchmarked set of images. The set of the 

benchmarked images was taken from the total population of the 

images with help of experts.  The second observation that can 

be made is that at each stage with the same datasets mentioned 

earlier a comparative analysis was done and it was found that 

our algorithm overcomes the inadequacies of the previous 

algorithms. In the blood vessels segmentation a principle 

component analysis along the best convolution filter worked 

well and in the case of optical disk a custom function that can 

extract and mark the optical disk is doing fine as compared to 

[38]. The Exudates method is also performing well as compared 

to the [39], as it is using histogram based bins method to identify 

intensities initially to give intelligent guess to the k-mean 

methods to extract exudates. 

 

░ 5. CONCLUSION 
To summarize, this study describes the development of a unique 

segmentation method that may be used to assess the health of 

numerous eye parts at once. Because this algorithm can analyze 

multiple areas of the eyes at the same time, it has the potential 

to create the groundwork for the development of multi-disease 

detection systems. Furthermore, the nature of the segmentation 

technique is generic in that it may be applied to a variety of 

datasets while maintaining a high level of accuracy.  

 

This study reveals that it is time-consuming and difficult to 

identify diseased blood vessels from normal blood arteries in 

the body. When evaluating the accuracy of the segmentation 

and then validating it, random sampling has been used in this 

research work at each stage. This has been done using the IoU 

metric. The accuracy of the integrated segmentation method as 

a whole is 91.66 percent. Aiming to improve the understanding 

of blood vessel morphology, this segmentation work seeks to 

identify the characteristics of healthy and pathological blood 

vessels in order to discriminate between the two types of 

vessels. Second, it assists in the segmentation of optical discs 

and exudates. This segmentation procedure assists medical 

experts in making more accurate diagnoses since the region of 

concern becomes more explicit in terms of evaluating the 

thickness, shape, and overall health of the blood arteries with 

which they are dealing. This research effort demonstrates that 

Otsu, in conjunction with the global thresholding algorithm, is 

the optimum method for segmenting blood vessels in the eyes 

from a technological standpoint. Medical imaging 

advancements can provide improved image resolution and 

enable the creation of automated algorithms that can assist in 

the identification and assessment of diseased blood vessels, 

among other benefits. Further, it is possible that machine 

learning techniques will be used to segment data in the future, 

allowing for the classification of various eye disorders and the 

detection of prevalent eye diseases.   
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