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░ ABSTRACT: Research in the field of IDS has been going on since long time; however, there exists a number of ways to 
further improve the efficiency of IDS. This paper investigates the performance of Intrusion detection system using feature 

reduction and EBPA. The first step involves the reduction in number of features, based on the combination of information gain 

and correlation. In the next step, error back propagation algorithm (EBPA) is used to train the network and then analyze the 

performance. EBPA is commonly used due to its ease of use, high accuracy and efficiency. The proposed model is tested over the 

KDD Cup 99 and NSL-KDD datasets. Results show that the proposed IDS model with reduced feature set outperforms the other 

models, both in terms of performance metrics and processing time.  
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░ 1. INTRODUCTION 
Recent technological developments led to a significant rise in 

the number of anomalies, threats, misuses, and hacks to 

Resources, Services, and Data by unfair means or 

unauthorized access has increased significantly. This has 

necessitated the creation of a solution for preventing, 

managing, and resolving these misuses in order to ensure that 

only approved users have access to Resources [1]. Firewalls, 

Intrusion Prevention Systems abbreviated as IPS, and 

Intrusion Detection Systems known as IDS are some of the 

most popular solutions for dealing with the above-mentioned 

issues [2]. The Intrusion Detection System shall take 

appropriate action, such as alarm or alert generation, and shall 

prevent such action. The varieties of the IDS systems are not 

capable to diagnose the new patterns of attack; some are 

generating fake alarms, some of them are not able to detect 

malicious activity [3]. Denning first coined the term "IDS" in 

1987[4]. Intrusion Detection Systems are classified based on 

detection approaches, intrusion response, target systems 

(where they are located), timing analysis, and architecture 

(fig.1). 

IDS can be classified in two groups based on their location of 

installation: first one is host-based intrusion detection system 

(abbreviated as HIDS) placed on each host or terminal and 

second one is network-based intrusion detection system 

(NIDS) [5] [6] applied on servers or gateways. 

 

Figure 1: Types of IDS. 

An HIDS is a program that is mounted on a host and monitors 

the activity of that node. A NIDS is a system applied on server 

or gateway that monitors network traffic and activity for signs 

of attacks. In terms of current trends, intrusion detection 

incorporates host-based and network-based knowledge to 

create hybrid systems that have better performance. These 

hybrid systems are designed to take advantage of the best of 

both worlds. Their client versions are used to track host 

actions and submit a report to the network manager and 

manager so that they can compare whether or not the behavior 

is malicious. After diagnosing an attack or a behavioral 

deviation, it takes action.  

 

A great deal of research has already has been done; even 

further research is warranted in the field of IDS. In order to 

develop the Optimized IDS, it is necessary to consider certain 

issues, including low false alarm rate, high detection rate, 

effective processing of unbalanced datasets and low response 

times. Machine Learning techniques resolve most of these 

issues, as they are highly accurate and have a low False Alarm 

Rate; at the same time, they can address the problem of 
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imbalanced datasets [7]. Machine Learning techniques aid in 

the improvement of model output while also imparting 

learning abilities to models, allowing them to learn while in 

service. Although anomaly detection is important for 

discovering unknown or new attack patterns, it also presents 

the issue of False Alarms. Machine learning is frequently used 

in conjunction with Anomaly-based detection to create an IDS 

model with high accuracy at the same time, with the resulting 

danger of a significant False Alarm Rate [8].  

 

░ 2. FEATURE REDUCTION 
Intrusion Detection Datasets, such as KDD CUP 99 [9], NSL 

KDD [10], and others, are very large. It will take a long time 

for a Model to learn if it is trained on this massive dataset. The 

Model's learning or training time will increase as the size of 

the Dataset increases. As a result, the issue of reducing the size 

of the available Dataset in such a way that the resulting 

reduced Dataset is identical to the original Dataset and all of 

the insights in the original Dataset are guaranteed for the 

resultant Dataset arises. Feature Engineering or Dimension 

Reduction is common terms for this mission. It is very 

important in the development of a Machine Learning Model 

[11] [12] (fig.2). 

 

Figure 2: Feature Reduction Concept. 

The aim of feature selection is to eliminate redundancy. 

Relevant Features are included in the resulting Dataset, while 

redundant features are removed, resulting in a smaller Dataset 

that can be used to train the model. Metrics like Information 

Gain, Correlation, Mutual Information, and others among 

features can be used to identify the optimized feature subset 

[13]. The resulting Feature subset would include all of the 

Features from the original Feature Set that have high 

Relevancy and no or low Redundancy, resulting in effective 

and efficient model training [14],[52],[53]. H. Lim and D. Kim 

proposed a method called "Pair-wise Dependence-based 

Unsupervised Feature Selection." Their method is based on the 

Information Gain theory [15],[54],[61]. The “Feature Selection 

for Multi-Label Classification based approach used Clustering 

in Feature Space,” proposed N. Mishra and P. Singh. It is a 

Wrapper approach that does not has need of parameter tuning 

and therefore saves time. Sample-based Precision and Recall 

estimates are used to enforce Feature Ranking [16],[50],[51]. 

 

Feature Reduction is an important step in the Data 

Preprocessing phase, while developing a Classifier. It helps in 

reducing the overheads associated with computation time and 

storage requirements, thereby improving the overall 

performance of the classifier model. In Intrusion Detection 

Systems (IDS), Feature Reduction techniques improve the 

accuracy of the Classifier [17]. Principal Component Analysis 

(PCA), Genetic Algorithms (GA), Information Gain (IG), etc 

are some common approaches, used for Feature Selection [18].  

 

░ 3. ERROR BACK PROPAGATION  
The most popular and commonly used Neural Network 

approach is back propagation [19]. Rumelhart first suggested it 

in 1986. It's a multi-layer feed forward Neural Network that's 

been equipped with the Error Back Propagation algorithm 

[20]. It is a Supervised Learning method in which the Model is 

trained using Labeled Data [21]. The BPNN is split into two 

phases: forward and backward. In the forward step, the model 

receives input and generates an output; the output is then 

compared to the desired output, and the error is calculated. 

The Error is propagated in the Network during the Backward 

step, and the weights of the links connecting nodes are 

changed, and the input is given to the model again, and output 

is generated. This process is repeated until the Error reaches 0 

or the desired minimum. To increase the approach's efficiency 

and minimize Error as soon as possible, the Gradient Descent 

technique is used to compute the Error, resulting in a 

significant reduction in training time [20]. 

 

Scaled Conjugate Gradient, Gradient Descent with 

Momentum, Adaptive Learning, BFGS, Levenberg Marquardt, 

One Phase Secant, Bayesian Regularization, and other 

algorithms can be used to train a Back Propagation Neural 

Network [22]. The results of various BPNN training functions 

show that Levenberg Marquardt (LM) is the best training 

method for Back Propagation Neural Networks [23],[62],[63]. 

Back Propagation is commonly used due to its ease of use and 

high accuracy and efficiency. It is commonly used in the 

development of IDS models. 

 

░ 4. LITERATURE SURVEY  
Alhaj, Taqwa Ahmed, et al proposes a two tier Feature 

Selection approach; the first tier is Feature Ranking and the 

second tier is Additional Feature. Information Gain measure is 

used to rank the features, according to relevancy and minimal 

redundancy. Four best features, based on ranking, are selected 

in the reduced subset of features. Three more features are 

added in the second tier in this feature subset. Correlation 

between features is used as measure for identification of 

additional features in the second tier [24],[55],[56]. Shahbaz, 

Mahsa Bataghva, et al proposes a Feature Selection technique 

based on correlation and symmetric uncertainty. The proposed 

technique has two main steps of operation. In the first step, 

correlation estimate is used for identifying the suitable subset 

of features, which are relevant. In the second step, symmetric 

uncertainty is used to remove the redundant features from the 

newly formed feature subset, so as to get the optimal set of 

reduced features [25],[66],[59]. 

 

Salih, Azar Abid, and Maiwan Bahjat Abdulrazaq propose a 

https://www.ijeer.forexjournal.co.in/
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Feature Selection technique based on the principle of voting. 

Three estimates, namely Information Gain, Gain Ratio and 

Correlation are utilized to identify the most relevant features. 

Each estimate will compute the set of most relevant features 

and then two top ranked features from each of these estimates 

are collected together to generate the feature subset, 

representing the original dataset [26]. 

 

Zhang, Yong, Xuezhen Ren, and Jie Zhang proposed a Feature 

Selection technique for Intrusion Detection Datasets, based on 

Information Gain measure and Relief F Algorithm. Relief F is 

a weighted Filter based Feature Selection approach that works 

primarily by computing the correlation estimates. It is a 

threshold based approach, where threshold is applied at 

Information Gain estimate, as well as at weighted correlation 

estimate in case of Relief F Algorithm. The approach first 

computes the information gain estimate for all features. All 

features where estimate satisfies the threshold are selected as 

elements of optimal feature subset 1, termed as M1. Now, 

Relief F Algorithm will compute the weight of each feature 

using correlation estimate. All features which satisfy the 

weight threshold of Relief F are selected as elements of 

optimal feature subset 2, termed as M2. Lastly, features of M1 

and M2 are combined together as M1 U M2, which reflects the 

final optimal feature subset [27],[45],[46],[47],[49]. 

 

This paper [28] proposes IFSA, a Feature Selection approach 

for computing an optimal subset of features using Filters and 

Information Gain measure. IFSA is an Unsupervised 

Discretization approach that uses information gain as estimate 

for identifying the relevant and non – redundant features that 

forms the optimal feature subset, representing the original 

dataset in an effective manner [28]. Correlation among 

Features is computed using three types of measures, namely 

Entropy based Measures (Information Gain, Gain Ratio and 

Symmetric Uncertainty), Statistical based Measures (Chi 

Squared) and Instance based Measures (Relief F). This paper 

proposes a Data Dimensionality Reduction Scheme for 

Intrusion Detection Systems using Ensemble and Standalone 

Classifiers. The proposed Dimensionality Reduction scheme 

incorporates one technique from each type of correlation 

measure, as Symmetric Uncertainty as Entropy based Filter, 

Chi Squared as Statistical Measure and Relief F as Instance 

based Measure [29]. Artificial Neural Network based systems 

are adopted by numerous researchers for training and testing 

their models [30], [31], [32]. 

 

░ 5. PROPOSED ALGORITHM  
In this section proposed algorithm (Feature Reduced Back 

Propagation) is presented. FRBP (Feature Reduced Back 

Propagation) method divided in to three modules based on 

their working like data pre-processing, information gain 

calculation, correlation findings, making of compatible sets to 

reduced feature, back propagation neural network training and 

prediction verification etc.  

 

5.1 Computing Information Gain 

Knowledge Gain is a metric that determines how much 

information a function provides about a class. Perfectly 

partitioned features can have the most detail. A function that is 

unrelated to the main feature should have no detail. For the 

purpose of calculating knowledge gain, the entropy of each set 

of classes is measured as follows: 

Eentropy = − ∑ pklog2pk

K

i=1

 

Where, pk denotes the proportion of instances belonging to 

class k (K=1, 2…..k) 

After calculating entropy of the dataset, change in gain or 

Information gain of each feature in the dataset can be 

calculated as  

∆𝐸 = 𝐸 −
𝑚𝐿

𝑚
𝐸𝐿 −

𝑚𝑅

𝑚
𝐸𝑅 

Where, m is the total number of instances, with mk instances 
belonging to class k, where K=1, 2…k 

 

5.2 Computing Correlation among Features 

A Correlation is a coefficient which is used for some statistical 

relationship between variables in dataset. The Correlation can 

be computed as: 

𝑀𝑠 =
𝑘𝑟𝑐𝑓

√𝑘 + 𝑘(𝑘 − 1)𝑟𝑓𝑓

 

Where, Ms is the heuristic merit of a feature subset S 

Containing k features and rcf is the mean of the feature-class 

correlation (f  S), and rff means the average feature-feature 

inter-correlation. 

Step 1: Initialize the input training KDD-99  Network Dataset. 

Step 2: Reduce the Dataset Feature by performing ranking of 

dataset features by applying Information gain concept along 

with Correlation. 

i. From Dataset ‘D’ compute Information gain ‘I’ of 

each feature set ‘F’ and rank each of the feature from 

high information gain to low gain as I1, I2, I3, 

I4….In.  

ii. From Dataset ‘D’ compute Correlation ‘C’ of each 

feature set ‘F’ and rank each of the feature from high 

correlation to low as C1, C2, C3, C4….Cn. 

iii. Information Gain of each of the feature is divided 

into 3 Sets as group 1 as IG-1, group 2 as IG-2 and 

similarly group 3 as IG-3 and Correlation is divided 

into group 1 (CR-1), group 2 (CR-2), group 3 (CR-3), 

where first set contains features in the range from 1 to 

10 and second set has feature from 11 to 30 and rest 

in 3 set. 

iv. Now perform union between IG-1and CR-1 and 

intersection between (IG-2 and CR-2 to have new set 

of features, features from IG-3 and CR-3 are removed 

from dataset. 

Step 3: BPNN is then applied to train the reduced feature sets 

for the detection of anomalies in the network, Since Back 

Propagation is a confined optimization training method which 

https://www.ijeer.forexjournal.co.in/
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calls a gradient descent method, hence for the optimization of 

weights applied on the input layer Ant Colony optimization is 

applied to have continuous optimization process of training in 

neural networks and reduces error rate. 

a) Consider a neural network containing ‘l’ number of 

connection weights computed as: 

l = nh(ni + 1) + no(nh + 1) 

Where, nh , ni  and no  is the number of available hidden, 

input and output units. 

b) Split each of the connection weights wz  into d discrete 

points, where ∈  wz and the range of each d point are 

between[wmin , wmax]. 
c) Initialize Ants and pick one discrete point that belongs to 

relation weight for each ant ‘a' and store the tag of that 

discrete point. 

d) For all ants a ∈  wz they began depositing pheromone 

afterassigning connection weight & each alliance weight 

associated with pheromone chart. 

e) At what time an ant ‘a' reaches to a correlation weight, the 

possibility of opt for a discrete point is determined, and the 

process is repeated until all connection weights have been 

selected. 

pi
z =

τi
z

∑ τj
zv

1=j

 

 Where, v stands for the amount of discrete points ai
z 

and τi
z correspond to the presented pheromone trail of 

connection weight wi for distinct point ai
z. 

f) Finally when termination points reached and weights are 

selected, apply activate function and compute error. 

g) If (ERROR is large), apply Weight changes optimized by 

activation function and repeat. 

h) The Neural Network can determine whether the Node is 

NORMAL or MALICIOUS based on the values of the 

features given. If the node is NORMAL, IDS will continue 

to monitor it. If the node is MALICIOUS, IDS will utilize 

the MALICIOUS Node management protocol to 

remove/block the infected Node from the network, 

preventing it from causing any harm to network resources 

or other nodes. 
 

░6. DISCUSSION AND RESULT ANALYSIS 
In this work we are using the concept of information gain and 

correlation to reduce the data set of KDD-99. Information gain 

is nothing but the useful information available in the feature 

called entropy[67,52,56]. Correlation is identified on the basis 

of dependency among features. As far as KDD-99 dataset is 

concerned, the KDD99 dataset consists of normal and four 

classes known as DDoS, R2L, R3, U1 and Probe with 

diversity and imbalance instances.  

 

10% of KDD-99 comprises 494,020 instances with 97,277 

normals, while 4,107 probes, 1127 belong to the R2L and only 

52 to U2R; remaining 3, 91, 457 being DoS instances. In table 

1, features of KDD-99 are ranked based on information gain 

and arranged in three group based on amount of information 

available. IG-1 contains more information compared to IG-2 

and IG-3. 

 

░Table 1. Ranking Based on Information Gain 
 

Group based on 

Information Gain 

Features List 

 

IG1 

[rank =1 to 10] 

'is_guest_login', 'dst_host_srv_rerror_rate', 

dst_host_rerror_rate', 

'dst_host_srv_serror_rate', 

'dst_host_serror_rate', 

'dst_host_srv_diff_host_rate', 'su_attempted', 

'num_root', 'urgent'  

 

IG2  

[rank =11 to 30] 

'service', 'dst_host_diff_srv_rate', 

'num_failed_logins', 'logged_in', 'dst_bytes', 

'hot', 'duration', 'protocol_type', 'flag', 

'src_bytes', 'land', 'wrong_fragment', 

'dst_host_same_src_port_rate', 

'srv_serror_rate', 'dst_host_same_srv_rate', 

'diff_srv_rate', 'count', 'num_shells', 

'srv_rerror_rate'  

 

IG3  

[rank =31 to 42] 

'srv_diff_host_rate', 'dst_host_srv_count', 

'num_access_files', 'num_outbound_cmds', 

'serror_rate', 'num_file_creations', 

'num_compromised', 'same_srv_rate', 

'dst_host_count', 'srv_count', 'is_host_login'  

 
The correlation ranking done as CR-1, CR-2 and CR-3 and 

features come under group is shown in table 2. 

░Table 2. Ranking Based on Correlation 
 

Group based on 

Correlation 

Features List 

 

CR-1 

[rank =1 to 10] 

'srv_serror_rate', 'serror_rate', 

'dst_host_serror_rate', 'num_compromised', 

'rerror_rate', 'srv_rerror_rate', 

'dst_host_rerror_rate', 'dst_host_srv_count', 

'srv_count' 

 

 

CR-2 

[rank =11 to 30] 

'same_srv_rate', 'dst_host_same_srv_rate', 'hot', 

'logged_in', 'dst_host_same_src_port_rate', 

'diff_srv_rate', 'dst_host_count', 'root_shell', 

'duration', 'srv_diff_host_rate', 'su_attempted', 

'dst_host_diff_srv_rate', 'num_root', 

'dst_host_srv_diff_host_rate', 'urgent', 

'dst_host_srv_serror_rate', 'num_file_creations', 

'num_failed_logins', 'is_guest_login'  

CR-3 

[rank =31 to 42 

'land', 'wrong_fragment', 'num_shells', 

'is_host_login', 'dst_bytes', 'src_bytes' 

 

The combination of IG-1  CR-1 and common features of IG-

2 CR-2 are the result of reduced dataset of KDD-99 that 

contains 24 features.  The reduced features are: 

dst_host_srv_count, srv_rerror_rate, rerror_rate, 

dst_host_same_src_port_rate, dst_host_diff_srv_rate, 

is_guest_login, duration, dst_host_srv_diff_host_rate, 

num_compromised, num_root, dst_host_same_srv_rate, 

srv_serror_rate, num_failed_logins, dst_host_serror_rate, 

dst_host_srv_rerror_rate, srv_count, diff_srv_rate, hot, urgent, 

su_attempted, dst_host_rerror_rate, serror_rate, logged_in, 

https://www.ijeer.forexjournal.co.in/
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dst_host_srv_serror_rate.   

 

Then back propagation neural network designed to train the 

network and predict the attack types. The system's True 

positive rate, false positive rate, accuracy, and recall have also 

been used to evaluate results. To evaluate the classifier's 

accuracy, confusion matrix or error matrix is used the columns 

represent the classes and the rows of the confusion matrix. 

Values of True (T), False (F), and Negative (N) are clearly 

defined. Tuned PR Fusion (TN is a correct prediction of TN 

attack) TN is a correct prediction of classifier if the test 

instances are normal. Attackers get classified as false 

positives, but are not detected as such. It is a false negative 

classifier since it is a normal but attacks are made on it.  

 

6.1  Results on KDD-99 Dataset 

Table 3 shows the comparison among existing methods, the 

number of features used in KNN, Naïve Bayes and Multi 

Level Perceptron [26] is 6, while ANN classifier used 25 

features [30], PSO-BP [33] uses all 41 features and proposed 

method worked on 24 features. 

░ Table 3. Comparison with methods (KDD-99) 
 

Method Features TPR FPR PR ACC F1  

KNN 

[26] 

6 98.9 1.2 98.9 99 98.9 

Naïve 

Bayes 
[26] 

6 93.3 6.7 93.3 93 98.3 

MLP 

[26] 

6 96.5 3.5 96.5 97 96.5 

ANN 

Classifier 
[30] 

25 98.8 1.2 98 97 98.4 

PSO-BP 

[33] 

41 98.24 1.76 98.2 98 98.22 

Proposed 24 98.99 1.1 99.1 99.1 99.05 

 

 
Figure 3: Performance comparison between TPR and FPR (KDD-99) 

Figure 3 shows the performance analysis between correctly 

classified (True Positive Rate) and incorrectly classified (False 

Positive Rate). In the above figure, KNN and the proposed 

model is showing the higher TPR and lower FPR. 

 
Figure 4: Accuracy of methods (KDD-99) 

Figure 4 shows the accuracy obtained by the various methods 

mentioned in the figure. The highest accuracy rate gained by 

the KNN and proposed method. 

 

6.2 Results on NSL-KDD Dataset 

Table 4 shows the comparison among existing methods with 

NSL-KDD dataset. 

░Table 4. Comparison with methods (NSL-KDD) 
 

Method Features TPR FPR PR ACC F1  

KNN 

[26] 

6 99.7 0.3 96.5 98.5 98.07 

Naïve 
Bayes 

[26] 

6 95.2 4.8 93.7 94.2 94.4 

MLP [26] 6 97.5 2.5 95.6 97.8 96.54 

ANN 
Classifier 
[30] 

25 99.1 0.9 96.1 98.3 97.6 

PSO-BP 
[33] 

41 98.5 1.5 97.7 97.85 98.1 

Proposed 24 99.8 0.2 98.9 98.99 99.35 

 

 
Figure 5: Performance comparison between TPR and FPR (NSL-

KDD) 

Figure 5 shows the performance analysis between TPR and 

FPR. The KNN and the proposed model is showing the higher 

TPR and lower FPR. 

https://www.ijeer.forexjournal.co.in/
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Figure 6: Accuracy of methods (NSL-KDD) 

Figure 6 shows the accuracy obtained by the various methods 

mentioned in the figure using NSL-KDD dataset. The highest 

accuracy rate gained by the KNN, ANN classifier and 

proposed method. 

 

░7. CONCLUSION 
Selection of relevant features and processing of unlabeled data 

are the two major challenges that must be solved for 

developing an effective IDS model. The unlabeled nature of 

intrusion detection datasets makes the process of classifying a 

sample as malicious or normal typical. Dataset Preprocessing, 

Classification and Performance Evaluation are important 

phases of their implementation. This research aims to design a 

new intelligent intrusion detection method based on a more 

optimized set of features. 

 

The proposed system selects the relevant features based on 

information gain and correlation among features. The feature 

reduced dataset is provided to EBPA for training and testing. 

Results show that the Accuracy, F1 Score and TPR in the 

proposed technique are improved; the FPR diminishes. This 

reflects the effectiveness of the proposed technique, compared 

to other models.  
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