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ABSTRACT: In recent time, road traffic accidents are increased day by day due to incremental growth in number of vehicles. Traffic accidents are also the crucial and important issue for achieving the sustainable transportation development. One of the tasks of sustainable transportation is to reduce the number of accidents and also design the traffic assessment policy. Many researchers consider the traffic accident issue of sustainable transportation and developed prediction models for measuring severity of accidents. But the accuracy of accident severity is one of the major issues. In this work, an attempt is made to improve the accuracy of accident severity. To achieve the same, a particle swarm optimization-based algorithm is applied for evaluating the accident severity. Prior to implement the PSO, two modification are incorporated into PSO algorithm, called improved PSO. These modifications can be described as mutation operator and trail candidate generation. The performance of improved PSO is examined over accident traffic severity dataset and results are evaluated using accuracy, recall@5 and precision@5 metrics. Several existing techniques are considered for comparing the results of IPSO algorithm. It is revealed that IPSO achieves more accurate results among all techniques.
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1. INTRODUCTION

In the era of sustainable transportation development, one of the important issues is traffic safety assessment and accident prediction [1]. Traffic accidents have adverse impact on the economy of countries and also lead to traffic jam, responsible for environmental pollution, causalities and sometimes human death. For achieving the sustainable and healthy transportation, the rate of traffic accident should be reduced as well as design the traffic safety policy. On the other side, it is reported that there is an incremental growth in the field of automated information system and these systems provides optimized solution for many real-life problems. In recent time, several agencies and government sectors try to develop the intelligent transportation system [2]. But, one of crucial and challenging task for sustainable development of transportation is traffic accident prediction. By using the traffic accident prediction, the traffic safety assessment policy can be designed on the basis of existing road accident data. It is also important to determine the frequency of accidents and hotspot location for accidents. It is also ensuring that the timely and accurate prediction of accidents severity can help for achieving better traffic safety, management and control. Recent time, several advance technologies can be inculcated in the vehicles for reducing the accidents and also incorporated some traffic safety assessment. According to the one of the studies conducted by WHO in 2017, more than 1.2 million can loss their life due to accidents and more than 50 million can have non-fatal injuries and traffic accident is ninth cause of death worldwide [3]. The traffic accidents can be occurred at any time in a day, but these can be predicted and prevented. The main task of the researcher worked in the field of traffic accident and assessment is to reduce the traffic accidents and also determine the factors that can responsible for accidents. Several researchers explore the relation among severity of accidents and influential factors [4-5]. It is reported that earlier studies focused on logit and Probit models for evaluating the accident severity [6]. Recent studies also focused on applicability of intelligent classifiers for accident severity prediction [7-9]. Such classifiers can be named as decision tree, SVM, random forest and neural network etc. [10-11].

1.1 Contribution of the Work

The aim of this research work is to predict the accident severity. For prediction the severity of accident, a particle swarm optimization (PSO) based algorithm is adopted. PSO is well known meta-heuristic than can be applied for solving the wide variety of optimization problems [12-13]. Prior to implement the PSO algorithm, two modifications are incorporated in PSO algorithm, called improved PSO to make it more efficient and also balancing the search processes for getting the optimal solutions. These modifications can be described in terms of mutation operator and trial candidate generation. The accident severity data is taken from the kaggle repository and having sixty-two attributes with four classes.

The highlights of the work are mentioned as:
1. Severity of Accidents is predicted using an improved PSO algorithm.
2. Prior to implement the PSO, two modifications in terms of mutation operator and trial candidate generation is proposed.

3. Aim of mutation operator is to balance exploration and exploitation phases of PSO, whereas, trail candidate guides the search towards the global optimal solution.

4. The performance of proposed improved PSO is evaluated using accuracy, recall and precision metrics.

5. The well-known road accident dataset is considered for assessing the performance of improved PSO.

The rest of paper can be structured as. Section 2 summarizes the related works of accident severity and prediction. The improved PSO algorithm and its modifications are discussed in section 3. The simulation results are discussed into section 4. Finally, the entire work is concluded into section 5.

2. RELATED WORKS

This section presents the related works in the direction of accident prediction and prevention.

Xiong et al. [14] presented a framework for chain of road traffic accident, called CRTI. The proposed framework extracts the features form the movement of vehicles. Further, CRTI contains a two-stage modelling based method on scenario strategy. In first stage, a SVM is applied for classifying the vehicles leaving the own lane and entering into another lane. In second stage, a hidden MARKOV model with Gaussian mixture is developed for determining the accident and non-accident. It is claimed that proposed accident framework obtains promising results.

Zheng et al. [15] developed an accident prevention and risk assessment framework to determine the risk of accident and prevention among intelligent vehicles. The proposed framework implements the hidden MARKOV model. The HMM model is used to predict the probabilities of steering angle and also to compute risk of road traffic. The proposed framework is validated using accuracy parameter. Authors claimed that proposed framework achieves more accurate results.

Accuracy is one of the primary concerns in traffic flow prediction because it is an important factor for improving the traffic capacity. An et al. [16] presented a fuzzy based convolutional neural network, called F-CNN for predicting the flow of traffic more accurately. In F-CNN, fuzzy approach is used to identify the traffic accident features and CNN is applied to measure the uncertain traffic accident information. Further, the F-CNN model can be used to train the internal information. The proposed framework is implemented on Beijing taxi can trajectory. It is noticed that proposed framework provides superior results.

Many existing studies considered the single factor for traffic prediction. Wang and Chen [17] explored multiple factors for predicting the traffic. Authors consider the real time traffic scenario for traffic prediction using onboard camera installed on vehicles. Further, a deep learning model based on spatial temporal method and convolutional network, called VSTGC is adopted for determining the spatial temporal structure and predicting the trends for safety in future. The simulation results showed that proposed VSTGC model provides competitive results using real time traffic scenario.

Prasetijo et al. [18] considered the road accident and hazard location issues and developed a prediction model for predicting the road accidents. The proposed model considers the speed, global positioning system and operating profile for determining the speed and car. Further, these characteristics are considered to design the prediction model. It is revealed that proposed prediction model have significant impact for predicting the road accidents.

Galatioto et al. [19] presented a web-based model for ensuring the road safety and also preventing the road accidents. The proposed web-based model consists of machine learning techniques and econometric method for predicting severity of accidents. The simulation results are compared with several existing statistical and ML techniques. It is found that proposed web-based model provides superior results for predicting road accidents due to parametric approach.

Gianfranco et al. [20] considered the urban road network for predicting road accidents. The motive of work is to correlate the accident frequency with road infrastructure and further, can be used for road safety in term of planning and designing. The proposed model is based on the combination of poissions and negative binomial algorithms. It is also seen that three situations can be considered for urban road network. These situations are roundabout, straight road and 3 to 4 way junction. Results reported that proposed model is capable to determine the accident hot spot.

In sustainable transportation system, traffic accident prediction and safety assessment are an important factor. Gan et al. [21] considered the aforementioned issue of sustainable transportation system and developed a prediction model by considering the deep forest algorithm. Several other ML techniques are also adopted for comparing the simulation results of deep forest technique. The findings show the significance of the work and also beneficial for designing the road safety curricula.

Road accidents can be responsible for high intensity injuries and sometimes lead to threaten the human life. Parvareh et al [22] considered the road accident as one of the research problems and tries to characterize and measure the frequency of road accidents. To conduct the above-mentioned study, a time series data can be collected regarding the road accidents. Further, accident is divided into three classes i.e. motorcyclist, car occupant and pedestrian injuries. The study revealed that pedestrian and motorcyclist injuries can be seasonal due to air temperature.

For the effective management of urban traffic, traffic accident prediction is one of major concern. Zhou [23] stated that
existing studies considered the classical ML approaches for accident prediction and failed due to involvement of cross domain knowledge. In recent time, due availability of cross domain data and also presence of more viable and efficient techniques such as deep learning, it is quite possible to predict the traffic accident more accurate with cross domain knowledge. Hence, author presented an accident framework based on Resnet to correlate the traffic accident with urban traffic data.

The motive of crash prediction model is to measure either severity of crash or unknown severity. Iranitalab and Khattak [24] adopted the four well known statistical and ML methods for evaluating the crash severity. These methods are multinomial logit, nearest neighbor classification, SVM and random forest. The objective of the work is described in 3-fold. First is to predict the severity of traffic crash using the aforementioned methods. Second is to develop a crash predictive model with low cost for predicting traffic crash. Third is to investigate the impact of clustering methods on the traffic crash prediction. The performance of crash severity prediction model is evaluated using accuracy metric. The random forest and SVM are outperform than MNL and NNC methods. Further, it is also noticed that clustering algorithms are not improved the results of SVM method. But, K-means clustering can improve the results of random forest, NNC and MNL methods in significant manner.

Singh et al. [25] presented a deep learning-based prediction model for accident prediction. For this study, eight non–urban highway is selected for collecting the accident related data. The final processed dataset contains sixteen variables with two hundred twenty data points. The results of deep learning model are compared with GEP and RENB. The RMSE metric is used for evaluating the performance of proposed model. Authors claimed that deep learning model achieves better accident frequency rate and determine the appropriate variable for traffic accidents.

The prediction of traffic accident is tough task due to spatial information, dynamic interaction and external factor like heterogeneous data. Yu et al. [26] considered the aforementioned factors and developed an accident prediction model based on spatio-temporal graph and convolutional network. The proposed prediction model consists of three components. These components are spatial learning layer, spatio-convolutional layer and embedding layer. These layers perform the specific tasks like operation on spatial information, dynamic variations and semantic information. Results showed that proposed model provides superior results than classical and other existing techniques.

To reduce the number of accidents and also forecast the future accidents, Jomnonkwao [27] adopted four methods such time series analysis, regression analysis, curve estimation and path analysis for forecasting of accidents. The simulation results are evaluated using mean absolute error. Results showed that regression model achieves lower mean absolute error as compared to other methods.

3. PROPOSED IMPROVED PSO ALGORITHM

This section describes the proposed improved PSO algorithm that can be adopted for detection of accident severity. In literature, it is claimed that performance of meta-heuristic algorithm is highly influenced through exploration and exploitation process [28]. Further, for obtaining the good optimal solutions, these processes should be balanced. In order to make the algorithm more robust and efficient, a mutation operator is inculcated in PSO algorithm, called an improved PSO algorithm. The description of mutation operator is described below.

\[
\text{Mut}(X_{\text{new}}) = X_{\text{old}} + F(L_{\text{best}} - X_{\text{old}})
\]

In above equation, Mut(X_new ) represents the new mutated position of \(i^{th}\) particle, \(X_{\text{old}}\) represents the old position of \(i^{th}\) particle, \(F\) is an amplitude matrix in the range of [0,1] and \(L_{(i, \text{best})}\) is the local best position in the neighborhood of \(i^{th}\) particle.

\[
T_i = X_i + A(|G_{\text{best}} - X_i|)
\]

In above equation, \(T_i\) represent the trial position of \(i^{th}\) particle, \(X_i\) represents the \(i^{th}\) position of particle, \(A\) can be given as \(2 \times \text{rand} ()\), \(\beta\) is random variable in the range of [0,1] and \(G_{\text{best}}\) is the global best position of particle in \(i^{th}\) iteration.

The aforementioned equations are used to update the population of PSO algorithm as well as ensure the optimum balance between exploration and exploitation processes. The computational procedure of improved PSO algorithm for accident severity prediction is mentioned in Algorithm 1 and the flowchart of improved PSO mentioned in Figure 1.

<table>
<thead>
<tr>
<th>Algorithm 1: Computational procedure improved PSO for accident severity prediction.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> Accident severity dataset (D), particles population (P), and severity classes (C)</td>
</tr>
<tr>
<td><strong>Output:</strong> Severity Prediction</td>
</tr>
<tr>
<td><strong>Step 1:</strong> Initialize the accident severity dataset, population of particles (P), initial velocity (v), inertia weight (w), severity classes (C), maximum Iteration, mutation probability (PM) etc.</td>
</tr>
<tr>
<td><strong>Step 2:</strong> Randomly initialize the population of particles.</td>
</tr>
<tr>
<td><strong>Step 3:</strong> While(termination condition is not met), do following</td>
</tr>
<tr>
<td><strong>Step 4:</strong> Compute the fitness of each particle using the equation</td>
</tr>
</tbody>
</table>
| \[
\text{MSE} = \sum_{i=1}^{N} (y - \hat{y})(y - \hat{y})
\] |
| In equation 3, \(y\) represents the actual output and \(\hat{y}\) represents the predicted output |
| **Step 5:** Determine local best (\(L_{\text{best}}\)) and global best (\(G_{\text{best}}\)) position of particles. |
| **Step 6:** Determine the new velocity and position of particles using following equations. |
| \[
V_{\text{new}} = w \times V_{\text{old}} + r_1(\text{pbest} - X_{\text{old}}) + r_2(\text{gbest} - X_{\text{old}})
\] |
| \[
X_{\text{new}} = X_{\text{old}} + V_{\text{new}}
\] |
| **Step 7:** Compute the trial position of particles using equation 2. |
| **Step 8:** If(rand > PM) |
| Update the trial position using equation 1. |
| **Step 9:** Compute the fitness of trial position and update the \(L_{\text{best}}\) and \(G_{\text{best}}\). |
| **Step 10:** Repeat the steps 4–9 until severity classes is not predicted for all instances. |
4. EXPERIMENTAL RESULTS AND DISCUSSION

This section discusses the simulation results of improved PSO algorithm using accident severity dataset. The main motive of this work is to predict the severity of accidents. The accident severity dataset contains two lakhs eighty-five thousand three hundred thirty-one and having sixty-two attributes. The dataset is downloaded from Kaggle repository. The accident severity into four classes i.e. “0” stands for no severity, “1” stands for low severity level, “2” stands for medium severity level and “3” stands for high severity level. Further, the performance of improved PSO is examined using accuracy, recall and precision metrics. Moreover, simulation results of IPSO techniques are evaluated using 5-cross fold method. In this method, the entire dataset is divided into five equal parts. Out of five, four parts acts as training data and one-part acts as test data. It is observed that every time, different test data can be fed to model. Further, several existing algorithms are considered for comparing simulation results of improved PSO algorithm. These algorithms are naive bayes (NB), support vector machine (SVM), stacking, genetic algorithm (GA) and particle swarm optimization (PSO). Table 1 depicts the simulation results of improved PSO and other state of art existing techniques using accuracy, precision and recall metrics. It is noticed that proposed IPSO algorithm achieves higher accuracy rate (84.63) as compared to another existing algorithm. It is also observed that NB exhibits lower accurate rate among all techniques. On the analysis of precision and recall metrics, it is seen that proposed IPSO algorithm higher precision and recall rates as compared to NB, SVM, stacking, GA and PSO techniques. While, NB technique obtains lower precision and recall rates among all technique. Hence, it is stated that proposed IPSO algorithm can detect the severity of accident more accurately than other techniques.

Table 1: Simulation results of severity prediction using proposed IPSO algorithm and existing techniques on accident severity dataset

<table>
<thead>
<tr>
<th>Technique</th>
<th>Performance Metric</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accuracy</td>
</tr>
<tr>
<td>NB</td>
<td>68.53</td>
</tr>
<tr>
<td>SVM</td>
<td>78.26</td>
</tr>
<tr>
<td>Stacking</td>
<td>76.14</td>
</tr>
<tr>
<td>GA</td>
<td>73.39</td>
</tr>
<tr>
<td>PSO</td>
<td>79.05</td>
</tr>
<tr>
<td>IPSO</td>
<td>84.63</td>
</tr>
</tbody>
</table>

Figure 2: Illustration of accuracy metric for accident severity dataset using different techniques.
performance techniques. It is revealed that proposed IPSO technique again achieves higher precision rate than other techniques. From literature, it is concluded that both precision and recall can be used to assess performance of techniques. It is also observed that both metrics should be obtained uniform results i.e. there can be small difference among the results of both parameters. Figure 4 reports the results of all techniques using recall metric. It is seen that IPSO technique obtains higher recall rate than other techniques. Further, it is also analyzed that both precision and recall metrics having small difference in the simulation results.

Figure 3: Illustration of precision metric for accident severity dataset using different techniques.

Figure 4: Illustration of recall metric for accident severity dataset using different techniques.

5. CONCLUSION
This paper presents an improved PSO algorithm for predicting the severity of accidents using the accident severity dataset. Prior to implement the improved PSO algorithm, two modifications are inculcated into PSO algorithm. The motive of these modifications is to balance the exploration and exploitation process. Firstly, a mutation operator is proposed for enhancing the balance among search processes. In second modification, a trial position of particles can be generated. The aim to generate the trial position of particles is directing the search towards the global optimum direction. The performance of IPSO is examined over accident severity dataset and several metrics are considered for evaluating the simulation results. These metrics are accuracy, recall and precision. Moreover, several existing classifiers can be used for comparing the simulation results of proposed IPSO technique. From simulation results, it is concluded that IPSO achieves better results in terms of accuracy, precision and recall. It is also observed that proposed modifications also improve the severity rate of PSO algorithm in significant manner. In future, other meta-heuristic algorithms like ABC, Cuckoo Search BAT will be considered for evaluating the severity of accidents. It is noticed that feature engineering also plays an important role for predicting the severity level. So, feature selection algorithms can be considered for determine relevant features for severity prediction.
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