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ABSTRACT- Content-based image retrieval (CBIR) is a method for searching that finds related images in a medical database. 

Furthermore, a clinical adaptation of CBIR is hampered in part by a contextual gap that is the disparity among the person 

characterization of the picture and the framework characterization of the image. This technique makes it tough for the user to 

validate the fetched images that are similar to the query image in addition to that it only fetches the images of top-ranked and 

ignores the low-ranking ones. Visual Analytics for Medical Image Retrieval is a novel procedure for medicinal CBIR proposed in 

this research (VAMIR). By integrating human and machine analysis, Visual Analytics provides the potential to address the above-

mentioned significant challenges. The texture properties are retrieved using the shape features extraction and Gray Level Co-

occurrence Matrix (GLCM) is performed by contour-based shape descriptor. Using the Euclidean distance correlation metric, 

related medical pictures will be fetched by distinguishing the query image's attribute vector with the database images' respective 

attribute vectors. A vector of multiple features outperforms a vector of a single feature in terms of quality. The VAMIR 

implementation demonstrates that the search outcome for the user is acquired with 90% of recall and precision. 
 

Keywords: Image retrieval, Lung CT images, Visual Analytics for Medical Image Retrieval (VAMIR), Content-based image 

retrieval. 

 

 

1. INTRODUCTION   
The action of collecting knowledge resources appropriate to a 

demand for knowledge from a repository of knowledge 

resources is known as information retrieval (IR). Entire 

content or further forms of content-based indexing could be 

used for searches. Information retrieval is the ability to 

retrieve relevant in a document and also look for metadata to 

characterize facts and datasets of pictures, sounds, or texts. 

While a person inserts a query into the model, the information 

retrieval procedure starts. Queries, like seek terms in web 

crawlers, be explicit representations of knowledge requests. 

The query cannot peculiarly identify a specific object in a 

group when it appears to retrieve information. Instead, 

numerous items might correspond to the query, with varying 

degrees of significance. 
 

A computational framework for finding and obtaining images 

through a huge set of visual pictures is meant as a system of 

image retrieval. Digital images in the medical industry expand  

 

by thousands daily, posing some s retrieval, storage, and 

interpretation issues. In recent times, retrieving stored images 

from these huge archives for utilization in the clinical 

appliance, teaching, and research has been a key focus of 

medical informatics research [1]. CBIR has been employed for 

this rationale. 
 

CBIR is a strategy for searching employed to find images that 

are related toward the query image [2] which is meant as 

content-based visual information retrieval (CBVIR) and query 

by image content (QBIC). The phrase “content” refers to 

shapes, colors, and textures. One of the key issues in the 

medical industry in current times has been the retrieval of 

images. CBIR, furthermore recognized as Content-based 

Medical Image Retrieval (CBMIR), is employed for this 

purpose [3]. The primary issue in CBIR is the discrepancy, 

which is the disparity between the system and human 

descriptions of an image. Several models are integrated 

through CBIR, however, it overlooks the images of low-

ranked that are related to the query image. The CBIR model 

employs machine learning methods for feature selection and 

extraction to minimize the semantic gap. 
 

 
Figure 1: CBIR framework 
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As illustrated within Fig.1, a user provides enters the system 

of retrieval framework in the form of an image. Then, for each 

of the query images and the database images, image features 

are extracted. The retrieval technique uses correlation 

measures to determine the correlation between the database 

images and query images [4]. The value of the similarity 

metric is ordered in descending format. Only the images with a 

high-rank value are taken into account which is highly 

correlated to the query image. 

 

░ 2. RELATED WORK 
 

In the literature, Ashnil Kumar et al., (2015) the image is 

provided by the user as an input to the model. Images are used 

to extract features, which are then used in the selection 

process. The Pearson correlation coefficient approach is used 

in Automatic Feature Selection. The manually Selection 

procedure employs domain expertise and experience. The 

correlation between the database and query mages is computed 

after feature selection. This method lets users include features 

that are relevant to them where the user is unaware of the 

retrieval algorithm. 

 

Weidong Cai et al., (2000) provided a prototype concept for a 

dynamical positron emission tomography database system of 

content-based retrieval of the functional image. TTAC is a 

preprocessing input in a functional image analysis engine. 

Using the Knowledge-based cluster assessment approach, the 

image database engine extracts characteristics from the TTAC 

curve. The Euclidian distance approach is employed in a 

dynamic image archive framework to compare the attributes of 

database and query images. Converting from PTAC to TTAC 

might consume time but it can readily hold a bigger quantity 

of patient data. 

 

Mahmudur Rahman et al., (2007) created a system comprised 

of both unsupervised and supervised learning approaches to 

minimize the conceptual gap and improve retrieval results.  

For extracting features, principal component analysis is 

performed. For classification and pre-filtering support vector 

machine (SVM) and fuzzy c-mean clustering methods are 

utilized. As a similarity comparison method, the statistical 

distance measure computes the similarity between database 

and query images. RF technology is utilized to do re-ranking, 

parameter updates, and query shifting all at the same time. 

Recall and precision results show that once the portion of 

categorized feedback records available is sparse, the SVM-

based RF method performs poorly. 

 

Gwenole Quellec et al., (2010) proposed a system for 

retrieving partial medical cases with contextual information 

This approach is used on datasets from mammography 

screening (DDSM) and diabetic retinopathy follow-up (DRD). 

Mages are defined in this context as digital material. For the 

generation of decision trees, the C4.5 classification method is 

employed. The signatures' distances and image signature are 

determined using Kullback–Leibler divergence and wavelet 

coefficient distribution. Clustering with a Fuzzy c-mean 

approach is used to cluster the signature. An AdaBoost method 

is employed to improve the accuracy of predicting by 

combining weak classifiers. Precision is utilized to compute 

the retrieval result's accuracy. Boosting does not result in a 

statistically meaningful gain in accuracy over the full dataset. 

 

░ 3. PROPOSED SYSTEM
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                                              

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2: VAMIR FRAMEWORK 
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To address the semantic gap, incorporate visual analytics into 

the Medical CBIR approach known as Visual Analytics for 

Medical Image Retrieval (VAMIR). During a channeled 

search among the huge attribute set employing the query 

image as a reference position, VAMIR would allow more 

efficient and effective retrieval and inference of current 

medical images. VAMIR will also be able to assess 'missed' 

images from other approaches. 

 

The system depicted in Figure 2 includes a CBIR engine, 

representations for the query image, images obtained, in 

addition to VA modules that enable the person to strain and 

choose images and their characteristics for investigation. In 

our approach, no single CBIR engine is needed, and 

alternative engines can be employed for various databases or 

scenarios. The VAMIR modules in the process provide an 

intuitive graphical strategy for analyzing CBIR engine 

retrieval outcomes. Principles for visualization and search 

interfaces recommend that various differing opinions of data 

that are complex, explorations to comprehend it, the 

demonstration of auxiliary data, in addition to the potential to 

converse by the visualization to modify the data provided 

otherwise to tweak the subspace can facilitate appropriate 

human perception of visualized information. 

 

Following parameters and our ultimate goal of employing VA 

to investigate the extracted features, VAMIR is created. The 

prerequisites comprise the subsequent: 

 

1) Supplying alternative perspectives on the attributes gap. 

2) Facilitating automated attribute choice depending on person 

input to colonize all of the points of view. 

3) Avoiding the depiction of numerous huge images by 

extrapolating the separate images at every view. 

4) Enabling direct image examination by integrating each 

conceptualization into its related image. 

5) Permitting the person to filter the visualization 

6) Facilitating the person to filter otherwise transform the 

seek-out gap and fine-tune the query with dynamism. 

 

3.1 VAMIR visualization design 
Our visualization approach is based on the idea that just a 

fraction of the figure characteristics are necessary for a person 

to comprehend the obtained outputs related towards the query, 

that is, a fragment of the attributes has top importance for a 

similar image. [5]. Based on the query, the user, or the 

concluding retrieval appliance, the subset may transform. 

Hence, by clustering images according to their correlation 

using the subset of features, the VAMIR visualization lets the 

user notice significant patterns that are not visible in a ranking. 

The nodes of usage (points) in the visualization of VAMIR 

serve as abstractions of images. If the variance between the 

feature subset of two nodes is minimal, then merge them. 

Interacting using visualization lets users peek in on specific 

areas of relevance and study the relationship between 

population dynamics throughout the connected feature clusters 

[6]. Users may subsequently use domain expertise about the 

significance of image attributes, such as tumor volume, to 

proactively change and optimize the query or investigate other 

subsets of features. 

 

3.2 VAMIR analytics interactions 
 

3.2.1 Image Visualization 

Whereas the VAMIR process gives additional imminent keen 

on image correlation, a user must still inspect the real figure to 

determine the complete qualities of an instance (e.g., stages of 

infection). To determine whether an image obtained by feature 

space exploration meets the supplied search purpose, a 

connection between both the conceptual representation and the 

real image is provided [8]. 

 

3.2.2 Node Selection 

The proposed visualization is built on solitary feature pairs, 

allowing persons to investigate the significance of certain 

attributes to image correlation. To permit the user to contrast 

images utilizing various groupings of characteristics, a global 

selection scheme [9] is employed. It connects the nodes from 

every sector as well as the super-Centre. When a user chooses 

nodes inside one area, they simultaneously choose the 

matching nodes in every subsequent sector and the super-

Centre. By selecting numerous nodes in a single sector, the 

user may determine to suppose imagery be grouped close to 

any form in entire attribute pairs (relatively highly correlated) 

else merely part of it (an outlier). 

 

3.2.3 Dynamic Querying 

If an initial query was an outlier in comparison, the person 

might discover it beneficial to narrow it by employing an 

image in the dataset where the node is near to such query node 

inside a specific region. VAMIR subsequently receives the 

dataset's correlation to an incoming query from the CBIR 

framework. This correlated data is utilized to immediately 

revive the display while maintaining the attribute couplings 

[10]. After that, the modules depicting the query and the 

visuals obtained have been modified. 

 

░ 4. DATASETS USED 
The image repository of the Lung Image Database Consortium 

(LIDC-IDRI) comprises diagnostic and screening thoracic 

computed tomography (CT) images through highlighted 

interpreted tumors. This records assortment includes 1018 

instances and is produced in association with 7 academia and 8 

imaging medical firms. Every context holds imagery 

commencing a medical thoracic CT scan plus an XML 

document with the outcomes of a 2 stage image analysis 

process completed via 4 experienced thoracic radiologists. 

During the first completely blinded stage, every radiologist 

separately assessed every CT scan moreover classified 

laceration into 1 of 3 groups ("non-nodule > or =3 mm", 

"nodule <3 mm", and "nodule > or =3 mm"). Before reaching 

a final decision, every radiologist independently reviewed the 

markings, and also the anonymous markings of the 3 

additional radiologists, within the phase of unblended-read. 
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░ Table 1: Database description 

 

COLLECTION STATSTICS COUNTS AND 

DEPICTION 

Modalities 

 

CR(computed radiography) 

DX(digital radiography) 

CT(computed tomography) 

 

Count of patients 1,010 

Count of radiologists 4 

Nodule size comparison nodule>=3, 

nodule<3, 

non-nodule 

Count of Images 244,527 

Image Size (GB) 124 

 

░ 5. IMPLEMENTATION 

5.1 Feature extraction 
The feature gives relevant information about the images. 

Feature extraction is the most critical step because it signifies 

the move from graphical data description to non-pictorial data 

description. The resulting representation can be used as an 

input to further processing image processing. Shape and 

texture are the two most commonly employed attributes in 

medical image retrieval. Texture attributes provide 

information on the spatial configuration of color, a particular 

part of an image, and intensity levels in an image. 

 

5.1.1 Texture feature extraction 

As shown in Fig.3 Texture is described as an abstraction made 

up of pixels that are connected and a collection of pixels. It is 

classified into two approaches as Structural Approach, 

Statistical Approach [11]. Here, a statistical approach is used 

for retrieving texture characteristics. 

 

5.1.2 Gray Level Co-occurrence matrix (GLCM) 

Table.1, it is the tabulation of how often the different 

combination of pixel grey levels co-occurs in an image. It is 

the foremost traditional second-order statistical approach for 

analyzing texture. Second-ordered notes relationship between 

groups of two pixels in the original image. 

 

Algorithm Steps 

Step 1: Convert the image in color into an image in grayscale. 

Step 2: Grayscale image is transformed into matrix format 

based on the gray level in the images. 

Step 3: Construct the GLCM Matrix by counting the co-

occurrence of pixels in the original image matrix 

Step 4: Find Transpose of a GLCM matrix by interchanging 

the row and columns of the matrix. 

Step 5: Add the original matrix to its transpose.  

Step 6: Normalize the GLCM Matrix by using the Eq.(1) 







1

0, ,

,

N

ji ji

ji

ij

V

V
P                       (1) 

 

5.1.3 Shape feature extraction 

The form of an item, as seen in Figure 4, alludes to its intrinsic 

structure. The border, region, moment, and so on may all be 

used to depict the form. These visualizations could be 

employed to match shapes, recognize objects, and measure 

shapes. Contour-based shape descriptor used for Shape 

features extraction. Different kinds of shape attributes are 

constructed for object identification, and their accuracy in 

retrieving comparable shapes from a database is measured. 

Accurate form descriptors must be able to successfully 

discover comparable shapes from the database for excellent 

retrieval. A shape descriptor must be able to get images for a 

wide range of forms rather than just a few, and it should be 

application agnostic. Here, a contour-based shape descriptor is 

used for Shape features extraction. 

 

5.1.4 Contour-based shape descriptor 
Boundary information will be retrieved employing contour-

based approaches. For extraction of features, information such 

as circularity, area, minimum length, maximum length, and so 

on are determined via the boundary parameters. Because 

simple shape characteristics may only distinguish between 

objects with considerable variances, they are frequently 

coupled with various shape attributes for an effective retrieval 

procedure. (Figure 5) 

 

 
 

Figure 3: Texture features extraction 

 

 
 

Figure 4: Shape features extraction 
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5.2 Feature selection 
It signifies the task of deciding on a division of the retrieved 

characteristics. It will be known as an attribute or inconsistent 

selection [12]. The precision of the outcomes may be affected 

by the features used. By deleting unnecessary and redundant 

features, it picks the finest division of the attributes among the 

real retrieved attribute. 

 

Regression: It is the statistical method for modeling the 

relationship between the variables. It starts with no 

independent variables. It adds the variable one at a time as 

long as a significant reduction in the error sum of squares 

(SSE) can be achieved. In the simple regression model, split 

the features into a dependent variable and independent 

variables. The dependent variable is the single variable being 

predicted by the regression model [13]. The Independent 

variable is the explanatory variable used to predict the 

dependent variable. 

 

Dependent variable: Correlation 

 

Independent variables: Inverse Difference Moment, 

Information Measure of Correlation II, Contrast, Variance, 

Energy, Sum Entropy, Entropy, Difference Entropy,  Sum 

Average, Sum Variance,  Difference Variance, Information 

Measure of Correlation  I, Maximal Correlation Coefficient. 

 

 
 

Figure 5: Feature selection 

 

 
 

Figure 6: Query image selection 

 

5.3 Query image selection and feature extraction 
As exposed in Figure 6 and 7, the user picks the query image 

from the test image dataset. The Query image attributes are 

obtained using GLCM Matrix which is used in dataset feature 

extraction. 

 

5.4 Similarity matching technique 
This is certainly solitary among the most important concerns 

in CBIR. It has to be chosen to determine by what means 

similar one vector is to some other. Finding effective 

correlation metrics across images depending upon 

characteristic sets is a difficult problem. This was a technique 

for evaluating the difference/correlation among database and 

query images [14]. The distance equations vector can be used 

to calculate similarity. 

 

Euclidean distance: As shown in Figure 8 and 9, as shown in 

Equation (2), the correlation-based result is obtained by 

calculating the Euclidean distance amid the image in the 

database and the query image. 

                                                                





n

j
ijji rffr qqd

1

2))()((),(

              (2)                                            

• q represents an image of query,  

• ri represents an image of reference i from the 

database of reference,  

• fj represents a jth feature,  

• n represents feature spaces’ dimensionality. 

 

 
 

Figure 7: Query feature extraction 

 

 
 

Figure 8: Distance calculation 
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Figure 9: Image sorting based on distance 

 

 
 

Figure 10: Visual analytics approach 

 

5.4 Visual analytics approach 
As shown in Figure 10 and 11, this technique permits the user 

to add attributes that are deemed important [15]. The person is 

unrequired to be aware of the algorithm utilized for retrieval. 

This allows persons to discover visuals by investigating the 

complete dataset by identifying the certain visuals overlooked 

by the correlation matching method. 

 

 
 

Figure 11: Relevant images to the query image 

 

 

5.6 Performance measures 
CBIR models are evaluated based on effectiveness and 

efficiency. Efficiency is determined by the rate of restoration 

and efficacy employing the increased significance of the 

restoration. Frequently employed CBIR As shown in Figure 

12, performance measures are obtained by precision and recall 

[17] by Equations (3) & (4). Precision is described as the 

proportion of images retrieved that are most relevant to the 

overall number of database images [16]. The recall is 

calculated by dividing the count of relevant images retrieved 

by the overall numeral of appropriate database images. 

 

retrivedimagesofNumber

retrievedimagesrelevantofNumber
precision 

      (3)   

 

datasettheinimagesrelevantofNumber

retrievedimagesrelevantofNumber
call Re

  (4)                                        

 

 

Z-Score Normalization 

As shown in Figure 13, Z-Score normalization means 

rescaling the feature X by deducting the average µ and 

dividing via its standard deviation σ as given in Equations (5), 

                                                                                          

 



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X
scorez                (5)                                                       

 

 
 

Figure 12: Z-Score Normalization 
 

 
 

Figure 13: Precision and Recall values 
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░ 6. CONCLUSION & FUTURE 

ENHANCEMENT 
In this work, a novel framework is depicted for medical CBIR 

known as Visual Analytics for Medical Image Retrieval 

(VAMIR). This approach offers the opportunity to solve the 

above complex problems by combining human and automated 

analysis. VAMIR's capabilities reduce semantic gaps by 

allowing users who may not search algorithm experts to use 

the search process to explore the attribute space and discover 

images considered to be similar. Users could indeed find 

images that could have been missed otherwise significantly 

lowered rankings through techniques that employ the ranked 

listing by reviewing the complete dataset. 
 

The visual quantitative method is better suited for multi-

modality imaging and volumetric. This framework was only 

applicable to one clinical group. Our future research will focus 

on under what circumstances VAMIR could be utilized in 

various clinical groups of a user by incorporating domain-

specific interactions and visualizations. 
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