
                                                   International Journal of 
                                                                    Electrical and Electronics Research (IJEER) 
Open Access | Rapid and quality publishing                                         Research Article | Volume 10, Issue 2 | Pages 312-319 | e-ISSN: 2347-470X 

 312 Website: www.ijeer.forexjournal.co.in                                               A Novel Medical Image Segmentation Model 

 

░ ABSTRACT- In deep learning-based computing vision for image processing, image segmentation is a prominent issue. 

There is promising generalisation performance in the medical image segmentation sector for approaches using domain 

generalisation (DG). Single domain generalisation (SDG) is a more difficult problem than conventional generalisation (DG), 

which requires numerous source domains to be accessible during network training, as opposed to conventional generalisation 

(DG). Color medical images may be incorrectly segmented because of the augmentation of the full image in order to increase 

model generalisation capacity. An arbitrary illumination SDG model for improving generalisation power for colour image 

segmentation approach for medical images through synthesizing random radiance charts is presented as a first solution to this 

challenge. Color medical images may be decomposed into reflectivity and illumination maps using retinex-based neural networks 

(ID-Nets). In order to provide medical colour images under various lighting situations, illumination randomization is used to 

enhance illumination maps. A new metric, TGCI, called the transfer gradient consistency index was devised to quantify the 

performance of the breakdown of retinal images by simulating physical lighting. Two of the existing retinal image segmentation 

tasks are tested extensively in order to assess our suggested system. According to the Dice coefficient, our framework surpasses 

previous SDGs and image improvement algorithms, outperforming the best SDGs by up to 1.7 per cent. 
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░ 1. INTRODUCTION   
Computer-aided diagnosis (CAD) relies on accurate 

segmentation of healthcare images. When it comes to 

glaucoma, diabetes-related edema, and age-related macular 

degeneration, correct segmentation of retina images can assist 

detect these conditions. Medical image segmentation has been 

greatly improved by deep convolutional neural networks 

(CNNs) recently. The problem is that all approaches presume 

that the images in the datasets are drawn over similar set of 

images. There are several scanner suppliers in clinical 

practice, which results in domain changes due to differences in 

the way the images are seen, perceived, and perceived quality 

[1]. 
  

 The recognition efficiency with a deep learning model on a 

fresh image collection with a big decentralized inconsistency 

gradually degrades as a result of these domain changes. 

Domain adaption (DA) and domain generalisation (DG) 

strategies have been developed to reduce the distribution 

incompatibility across domains to relieve the problem of 

domain shift. With enough labelled data from a relevant but 

unrelated source domain, DA seeks to enhance its performance 

in its target domain [2]. Distribution alignment and style 

transfer are common techniques used by DA systems to learn 

domain-invariant representations. Nevertheless, it still 

demands pre-unlabeled images from the target domain for 

training.  
 

A lack of generalizability is one of the possible drawbacks of 

DA approaches. Like DA, DG seeks to build a model that can 

be applied to a wide range of unrelated areas. Researchers 

have looked into using DG for medical image analysis because 

of its impressive results in image analysis. For image-feature 

augmentation, the researchers developed an extra division for 

acquiring data from many realms. These DG approaches have 

a key limitation in that they require information from previous 

or more representations for training. Large volumes of 

medicinal metaphors after many fields are not obtainable in 

experimental practice in this scenario [3]. 
 

 
 

Figure 1: Sample retinal images from the dataset 
 

A Novel Medical Image Segmentation Model with Domain 

Generalization Approach  
 

R Gomathi1, S Selvakumaran2 

1Department of ECE, University College of Engineering Dindigul, Tamilnadu, India, gomathiaudece@gmail.com  
2Department of EEE, PSNA CET, Dindigul, Tamilnadu, India, selvakumaran1977@gmail.com  
 

*Correspondence:  R Gomathi; Email: gomathiaudece@gmail.com  

ARTICLE INFORMATION 
Author(s): R Gomathi, S Selvankumaran;   
 

Special Issue Editor: Dr. S. Gopalakrishnan  ; 

Received: 18/04/2022; Accepted: 03/06/2022; Published: 30/06/2022; 

E- ISSN: 2347-470X ; 

Paper Id: 0422SI-IJEER-2022-16; 
Citation: 10.37391/IJEER.100242 

Webpage-link: 

https://ijeer.forexjournal.co.in/archive/volume-10/ijeer-100242.html 
 

This article belongs to the Special Issue on Intervention of Electrical, 

Electronics & Communication Engineering in Sustainable Development 
 

Publisher’s Note: FOREX Publication stays neutral with regard to 

jurisdictional claims in Published maps and institutional affiliations. 
 

http://www.ijeer.forexjournal.co.in/
mailto:gomathiaudece@gmail.com
mailto:selvakumaran1977@gmail.com
mailto:gomathiaudece@gmail.com
https://orcid.org/0000-0002-5453-9947
https://doi.org/10.37391/IJEER.100242
https://ijeer.forexjournal.co.in/archive/volume-10/ijeer-100242.html
https://ijeer.forexjournal.co.in/archive/volume-10/si-ieee-sd.php
https://ijeer.forexjournal.co.in/archive/volume-10/si-ieee-sd.php


                                                   International Journal of 
                                                                    Electrical and Electronics Research (IJEER) 
Open Access | Rapid and quality publishing                                         Research Article | Volume 10, Issue 2 | Pages 312-319 | e-ISSN: 2347-470X 

 313 Website: www.ijeer.forexjournal.co.in                                               A Novel Medical Image Segmentation Model 

If you don't have access to images from many source domains, 

you can use single-domain generalisation (SDG) approaches, 

which train the neural network using a single initial domain 

that are used to generalise well to new target domains that 

have never been seen. SDG approaches based on GAN-based 

adversarial learning have been developed to build synthetic 

domains enlarged from the original domain to achieve cross-

domain invariant representations. GAN-based approaches, on 

the other hand, are very computationally expensive and take a 

long time to converge. SDG strategies based on data 

augmentation have recently been presented to improve the 

generalisation performance of medical image segmentation 

[4]. 
  

To avoid misdiagnosis due to erroneous fragmentation of 

organs or tissues, colour medical images must be processed 

with care during image augmentation. Colour medical image 

enhancement is difficult to perform without modifying the 

colour values for generally applicable single-source medical 

picture segmentation because of this difficulty We propose to 

breakdown colour healthcare images using brightness and 

specular reflection categories depending on the retinex 

hypothesis to overcome this challenge. To prevent altering the 

colour values, the lighting components are enhanced one at a 

time rather than the entire image as a whole. The retinex 

theory has been used to breakdown images using deep neural 

networks, although most of such methods require coupled 

images subjected to environmental light conditions, which is 

why some research have explored this form of decomposition. 
  

As a result, these techniques are best suited for brightening 

images in low-light situations. As a result, the capacity to 

generalise to other tasks, such as segmentation, is still in 

question. Retinex-based image decomposition is evaluated for 

its quality, and the relationship between randomised lighting 

enhancement and generalizable image segmentation is 

explored. An arbitrary illumination-based SDG architecture 

for colour medical image segmentation is proposed in this 

paper by implementing randomised illumination enhancement. 

A universally applicable image segmentation model may be 

trained on a uniform model using our methodology, not 

affecting the description of colour medical images. 

Illumination and absorbance maps may be extracted from 

medical images using unsupervised neural networks (ID-Nets) 

using retinex. 
  

As a last step, we produce medical images under varied 

illumination situations by execution of arbitration of 

illumination with mappings we have created. In order to create 

the colour medical image, enhanced reflection as well as 

illumination components are merged. To measure how well 

medical image decomposition works, a new assessment called 

the transfer gradient consistency index (TGCI) is presented. 

We solve the lighting formulas with real illumination 

prototype to build a transmission matrix T from illumination 

maps. This new metric for assessing the performance of 

proposed model depends with hunch of slope track of a pixel 

may go over the centre. The following is a list of our 

significant contributions.  

 

 
 

Figure 2: Convolutional image decomposition model 
 

An illumination-randomized SDG framework for improving 

CNN generalisation on real time images for segmentation of 

medical images is proposed in this paper. A retinal neural 

model is used to breakdown the illumination and reflectance 

components of colour medical images for the purpose of 

medical image decomposition. In order to assess the 

simplification capability over enhanced illumination of colour 

image segmentation process for medical images, we present a 

brand-new metric called the TGCI. This metric indicates the 

efficiency of retinex-based image decomposition [5]. 
 

░ 2. LITERATURE SURVEY 
Normal Diverse techniques exist for separating anatomical 

features in medical imaging using segmentation algorithms. In 

the parts that follow, we'll go over the many categories to 

which we've tied our strategy. Segmenting 3D medical images 

is mostly accomplished through the use of atlas-based 

technologies. An image to be segmented is matched with a 

training image that serves as a source of information for 

segmentation. These techniques have been shown to be 

effective in the segmentation of the brain. As a result, they are 

completely automated and tightly integrated with the 

registration process itself. If the complete image is registered, 

it takes a long time to compute. Segmenting MRI brain images 

is critical, but atlas-based approaches may also be used to 

evaluate heart and liver data. 
  

Images of animals, particularly little ones, have also been 

documented utilising atlas methods. Intermodal segmentation 

has also been done using these approaches. In order to better 

reflect the community, stochastic atlases have been developed. 

However, several earlier methods employ more structural 

approaches to image segmentation. The overall anatomical 

structure of an organ is conserved not only among individuals 

but also across species. Another sort of structure-related 

information that may be stored in a model is the spatial 

connection between ROI. The object structures have been 

described using several models. In the case of histograms of 

angle or force values, the region A is to the left of the region 

B. These approaches yield confidence levels for certain 

assertions [6].  
 

http://www.ijeer.forexjournal.co.in/
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In some models, the region is placed immediately in the 

image's coordinate space, next to the area that has previously 

been identified as being in that coordinate space. Using this 

paradigm, the fuzzy spatial linkages shown are an excellent 

illustration. The image's localised areas are utilised as a 

reference to learn distance and orientation connections that 

generate probability maps of the region's membership. Static 

segmentation approaches often use this information directly, 

but it is not incorporated into an adaptive, dynamic and 

incremental segmentation framework. Some researchers have 

suggested interactive segmentation algorithms [7]. Methods 

based on adaptive contours, graph cuts, 2D/3D livewire, and 

geodesic distance transformations were among the first to be 

used. There are a few high-level approaches, but most of them 

rely on low-level characteristics and require a lot of human 

intervention to cope with complicated images (e.g. ambiguous 

boundaries). 
  

Hand-crafted features that are dependent on the user's 

experience limited the use of machine learning approaches. 

CNNs have lately gained a lot of interest because of their 

automated feature-learning skills and great performance level. 

An object's bounding box may be drawn around it in some 

neural network approaches. Using bounding box annotations 

in conjunction with a graph convolutional network, Scribble 

Sup teaches CNNs to perform semantic segmentation under 

the supervision of handwritten scribbles. The object's polygon 

or spline is predicted using the image's clipped bounding box 

and a GCN. Deep model refinement may be used to iteratively 

alter the polygon around the item [12]. 
  

Rather than providing direction for the refining or 

segmentation of unknown images, all of these approaches 

leverage user interactions as sparse annotations on the training 

set [18]. Manually selecting boundary points or creating a 

bounding box when numerous diverse objects must be 

segmented is still difficult and time-consuming, as described 

for 2D images and much more clearly in 3D images. Bounding 

boxes don't work well for structures with complicated shapes 

since they don't give enough direction for defining bounds. As 

a result, the number of contacts is crucial for most of these 

approaches in order to offer a first approximation of the area to 

segment [8]. 
  

The lack of contextual information in these approaches is also 

a problem (e.g. spatial relationships between substructures). 

This segmentation of an organ made up of several components 

is hence time consuming. When it comes to developing a 

ubiquitous depiction from several source domains, the 

objective is to be able to apply the model to any unidentified 

destination domain [11]. Training and data transformation 

approaches are all instances of methodologies for computer - 

aided diagnosis that use representation-based reinforcement 

learning. Generalization can be improved by using 

representation-learning algorithms, which learn domain-

independent representations [13]. 
  

For the purpose of minimising the greatest average incongruity 

separation among basis field dissemination of nonlinear 

activation characteristics, an autoencoder was used Recent 

work by Albuquerque et al. used asymmetric learning among 

input vectors to acquire basis domain-based characteristics for 

unobserved goal fields. With the learnt characteristic 

definitions, however, are common throughout these various 

domains, which might never generally applicable to the goal 

domain. Methods using broad learning techniques are the 

focus of learning-strategy-based approaches [14]. Meta-

learning was used by Dou et al. to reduce the domain shift by 

splitting the basis fields into adjacent sources and targets. 

These researches, on the other hand, concentrated on the 

categorization and segmentation of raw image data [9]. 
  

Additionally, medical image segmentation investigations have 

been placed in the past. For example, Wang and colleagues' 

feature embedding method is based on previous domain 

knowledge obtained from the source domains, which enriches 

the image features. Medical images from various domains are 

assumed to be available for training in both the representation-

learning-based or learning-strategy techniques [15]. Because 

of privacy concerns, this is not feasible in clinical practise. As 

a result, DG's performance in a single-domain scenario is a 

potential avenue of investigation. To aid in the acquisition of 

generic representations, data-manipulation-based strategies 

attempt to alter the incoming data [10]. 
  

To imitate changes in colour and geometry, the most frequent 

technique is to use classic transformations such random 

flipping, rotation, and colour augmentation. A succession of 

different data augmentations was used to create a deep-stacked 

transformation strategy for SDG [16]. A total of nine stacking 

image modifications were used in BigAug throughout training 

to increase data variety. For medical imaging, the majority of 

such approaches concentrate on improving scans like CT and 

MRI. Changing the description can cause improper organ 

segmentation process during augmentation, so that colour 

medical images need to be addressed cautiously [17]. 
  

We present a new randomised illumination enhancement 

framework based on retinex that does not modify hue values in 

order to increase the generalisation capability in colour 

medical image segmentation in order to address this issue. 
 

░ 3. PROPOSED MODEL  
Transitions in their dispersion are common when it comes to 

medical images that have been obtained from various sources. 

There are  samples in the source domain . It 

is the goal of the SDG to develop a domain-oriented approach 

which generalise the target domains . By 

reconstructing images with randomly illuminated lighting 

conditions that carry the same semantic information as the 

source images, we introduce an illumination-randomized SDG 

design to support our existing source-domain SDG. Here,  

and  denote the image  with the labels. 
 

Consequently, it is possible to increase the generalisation 

capabilities of an illumination-insensitive model by training it. 

So, we divide the selected color images with complimentary 

segments: reflectance and illumination segments, in order to 

http://www.ijeer.forexjournal.co.in/
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prevent varying the combination of colour medical images 

through the use of data augmentation techniques. Next, the 

lighting components are subjected to randomised 

augmentation processes. Although retinex-based deep neural 

networks have been used in several research to compute the 

illumination mapping, paired images with varied brightness 

conditions were necessary. Furthermore, these methodologies 

necessitate that the same image is subjected to at least two 

different lighting situations. 

 

 
Figure 3: Segmented Retinal Images 

 

Real-world clinical settings may not have access to images 

with varying brightness levels, though. It is our goal to loosen 

this limitation and predict the illumination map employing 

pairs of images that are made up of any number of images. We 

begin with the premise that images produced by the same 

spectral component should all have the same reflectance. 

Because of this, we devised the consistency loss of reflectance 

resemblance to extract illumination data between paired 

images across different images. 

 

 
Figure 4: Proposed system model 

 

To be more specific, we use our proposed system to dissect 

two images  and  into reflection components  and 

 and illumination elements  and . Before being 

included into the SDG framework, the features are learned on 

the retina dataset. We use illumination randomized (IR) with 

lighting elements of the deconstructed medical images to 

produce images with varying brightness conditions. In order to 

train a generalizable model, the reflectivity and luminance of 

randomised components are merged to provide medical 

images enhanced with diverse illumination circumstances. 

Using two network branches, our suggested networks retrieve 

the reflectivity and luminance maps from KinD's backbone 

network. It uses anedifice for the reflectance subnetwork, and 

then convolution (conv) and stochastic layers are added on top.  

When the illuminating subnetwork is coupled to the 

subnetwork with reflexiveness, it is made of two convolution 

and ReLU layers, and a sigmoid layer. This illumination map 

has primary qualities are local consistency and structural 

awareness, according to the assumption made in relation to it. 

For example, an accurate illumination map should be able to 

maintain both the general structure of a scene, as well as its 

finely textured details. There are several image restoration jobs 

that employ total variance (TV) reduction as a smoother prior. 

In order to determine the illumination map, we devise a new 

illumination smoothing loss  based on the TV loss as 

follows:  

                    
 

Here, the first order bidirectional derivative  has been 

used to estimate the loss value function both in horizontal and 

vertical directions. represents an integer positive value. 

Spectral response information should be constant amongst 

images created by the same reflectivity component, even if the 

lighting of these images is significantly different. A new loss 

for reflecting similarity consistency is therefore proposed to 

ensure that the resulting images reflect a consistent level of 

reflecting similarity. With the use of light and reflectance data, 

one may rebuild the original images using the retinex theory. 

The illumination component can be represented as: 

 

                 

Where,  represents the variation in the arbitrary illumination 

range in 0 and 100. While still preventing an image from 

going above its maximum pixel intensity, the c-range is 

experimentally determined to ensure acceptable fluctuations in 

light magnitude. 
 

Reconstruction loss is used to restrict the training process for 

image decomposition in order to maintain the content 

information. We suggest applying illumination randomness 

over through the illumination component extracted from ID-

Nets in order to enhance images with varying illuminations. 

When doing image augmenting for retina image segmentation, 

we solely examine changes in global illumination, despite the 

fact that illumination is made up of both local and global 

components. There are no local occlusions in the 

retina's internal structure. Next, we mimic global brightness 

changes by modifying the complete illumination map, instead 

of a local area, alternatively. 
 

Color medical image segmentation would still have to be 

researched despite the fact that retina images have been 

dissected into illuminated and reflected maps. Randomly 

illuminated images with excellent image decomposition 

quality may, on the surface, increase segmentation 

http://www.ijeer.forexjournal.co.in/
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performance in general. A new metric for evaluating image 

decomposition quality is presented on the basis of this idea, 

and its relationship to segmentation performance in general is 

investigated. Assume that all light in the scene comes directly 

from the emitter and that it travels in the same direction. With 

the help of the retinal retina camera, light from the retina is 

focused. Pixels get brighter when the emitter's light path gets 

closer to the pixel's path of light output. Because of this, the 

lighting at each pixel is determined by the light intensity and 

the direction it takes. The pixel illumination level can be 

estimated as: 

                      

where  represents the color image that is in focus and 

light energy originator contribution is represented by  and  

defines the light intensity value in the corresponding pixel. We 

postulate transportation channel is constant and also that is 

not varying across brightness metaphors. Though, since the 

total parameters is equivalent to the total pixel count in an 

illuminating medical image, it is impossible to directly deduce 

 from this equation. To solve the transport matrix , we are 

applying an equation with analyzed illumination plans and 

treat it as a linear regression problem. The regression error 

value  can be calculated as: 

                      

where  represents the total number of illumination maps in 

focus and by equating derivative to zero we get the updated 

map value of  as follows: 

                       
It is still difficult to determine the efficiency of image 

decomposition employing transport matrix , despite the fact 

that the matrix has been developed. The flatness has been 

previously evaluated the outcome of medical image 

decomposition, but we suggest TGCI, based on the notion that 

pixel gradients should go toward the centre of light circles, to 

examine image decomposition's quality. Let  is a T-

matrix linear function. The following is an expression for 

TGCI: 

 
Additionally, the spatial linkages can be utilised to determine 

the order in which areas are segmented. Each segment's 

quality is influenced by the composition of prior segments 

since the suggested segmentation technique is incremental. 

Initially, we should only separate the regions for which we are 

confident in the segmentation quality. In certain locations, the 

spatial correlations are more exact. Generally speaking, the 

quality of any segmentation technique is determined by the 

anatomical structures (for example, the stability of some 

structures vs. others), but this method's segmentation quality is 

also influenced by the strength of the learnt relationships 

between the structures. There are two ways in which the user 

may confirm this result either by selecting another region, or 

by re-segmentation to improve outcomes.  

 

░ 4. RESULTS AND DISCUSSION 
In our experiments, sample size is chosen at eight and learning 

rate was set at 0.0002. Overfitting was avoided by running the 

network for 25 iterations. We used the DeepLabV3+ 

segmentation network for the classification of image data in 

our study. For 50 epochs, that trained over ImageNet sample 

dataset. For each source domain, we ran a batch size of 16 and 

modified the network weights for 70 epochs with a dataset 

consisting of 16. We utilised an Adam optimizer with a 

learning rate of 0.002 to complete this challenge. 
  

Table 1: Segmentation model performance on various data 

capacity 

Data Capacity (%) OC OD Average 

0 0.254 0.198 0.226 

20 0.287 0.354 0.3205 

40 0.241 0.374 0.3075 

60 0.312 0.385 0.3485 

80 0.325 0.441 0.383 

100 0.345 0.415 0.38 

 

Pytorch and a Geforce 1080Ti GPU were used to build the 

framework. We tested our technique on two common tasks: 

the segmentation of retinal retina images into optic disc (OD) 

and optic cup (OC) datasets obtained from several clinical 

locations. Imaging circumstances allow each dataset to be 

considered a separate domain. We initially restructureda400 

×400-disc region and shrunk the clipped image with128 

×128of connectivity samples pre-processing.  
 

 
 

Figure 5: Segmentation model performance analysis 
 

To prevent overfitting, we randomly cropped and resized 

images before adding them to the data. It was decided to 

measure the discriminative power for both tasks quantitatively. 

At the border, Dice measures how much of the prediction 

mask's volume overlaps with the ground truth, whereas 

average surface distance measures how well a model performs. 

One domain was used as the training set while the remaining 

http://www.ijeer.forexjournal.co.in/
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domains were used as the test set in our experiments, and we 

assessed our approach using the validation dataset.  

The mean values obtained from our findings were provided, as 

we ran the tests three times on each occasion when we left one 

domain out. By following the procedure, the dataset providers 

separated the medical images from one domain to another, 

while images from the additional subdomains were arbitrarily 

separated into a training dataset (75%) and a test (25%). In 

order to train the entire model, we initially training neural 

networks separately with initial image domain before complete 

training is achieved. Also, we use those ID-Nets to train the 

rest of the network. Even during training of the entire network, 

the parameter estimates of ID networks are frozen. 

 

 
 

Figure 6: Sample segmentation outcome 
 

The ID-Nets and the segmentation network may be trained 

independently in this manner, allowing us to accelerate model 

convergence. JiGen, a successful multiple source approach 

with generic images for image categorization by cracking 

jigsaw riddles, was used as a comparison to our method. A 

jigsaw-classification branch was added to enable it to be used 

as an effective medical image segmentation approach in a 

single-source environment. Mixup is a common technique for 

creating new domain images by combining two instances in 

the image and label spaces. Data transformations are used in 

BigAug to discover generic representations. Additionally, we 

compared our strategy to data expansion approaches since 

image processing strategies are proved to improve model 

generalisation performance by minimizing overfitting toward 

the training examples.  
 

For the purposes of this study, we contrasted image-quality-

based improvements like noise as well as eraser with 

appearance-based improvements like brightness and spatial-

variation-based improvements like rotation and the elastic 

transformation. DeepLabV3+ and UNet were trained on 

images from one domain, then evaluated on images from other 

domains to determine their performance. Our technique 

provides a more precise segmentation results than the others 

thanks to the suggested randomised illumination 

augmentation. Because of the poor lighting, other approaches 

have a hard time identifying OD as well as OCover medical 

image taken with middle domain row. Still, the proposed 

approach is able to distinguish between the OC and OD with 

high accuracy. In addition, even if the retina images are 

acquired from diverse angles in Domains 2 (back row), our 

technique still outperforms other methods. 

 

 
 

Figure 7: Data Comparison for various approaches 

 

░ Table 1: Data analysis of the outcomes of segmented images from various models 
 

  OC OD 

Approach Dataset 1 Dataset 2 Dataset 3 Average Dataset 1 Dataset 2 Dataset 3 Average Mean 

Noise 0.49 0.235 0.328 0.351 0.348 0.35 0.345 0.34766 0.34933 

Eraseer 0.254 0.265 0.298 0.27233 0.312 0.356 0.367 0.345 0.30866 

BigAug 0.214 0.235 0.365 0.27133 0.312 0.0358 0.0245 0.1241 0.19771 

Proposed 0.652 0.665 0.589 0.63533 0.485 0.457 0.436 0.45933 0.54733 

 

http://www.ijeer.forexjournal.co.in/
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Using a variety of retina images from various fields, these 

findings illustrate the robust segmentation performance of the 

suggested technique. Various retinex-based image 

decomposition algorithms create the illumination and 

reflectance elements from a medical image. In particular, the 

image of the retina dataset has a hard time distinguishing the 

border under the low-brightness condition. It is possible to see 

the border clearly with illumination element fragmented with 

the suggested method. In the example, we show how the 

suggested approach may be used to estimate illumination data 

from low-brightness medical images. However, we shall 

explain the distinctions between retinex-based image 

decomposition techniques and other retinex-based image 

decomposition approaches. 
 

A significant portion of training information from multiple or 

more datasets is generally required for strong generalisation 

performance in DG algorithms. However, clinical practise may 

not have access to multi-source domain data, and hence 

learning an evolutionary design from a common domain 

information remains a significant difficulty. We presented a 

randomised SDG illumination methodology with segmentation 

of colour medical images on newer images in order to increase 

the generalizability of models in a single-domain situation. 

Retinex-based image decomposition methods may also be 

evaluated using our suggested illumination estimation 

measure, TGCI.  
 

Despite the fact that our suggested framework has been 

thoroughly tested, there are still a number of difficulties that 

have to be addressed. Due to the predominant shift in 

appearance, we may accomplish that illuminated expansion is 

more essential than longitudinal dissimilarity and quality-

oriented enhancement for retina segmentation. While looking 

for the optimum augmentation strategies without considering 

priors, AutoAug and its rapid variations may be 

computationally costly. Despite this, AutoAug has achieved 

outstanding achievements in data augmentation. Instead of 

relying on automated data augmentation methods, we adopted 

basic but powerful SDG strategies. For this reason, we did not 

compare the automatic data augmentation strategies. The 

randomization of the lighting information was used to build 

our SDG framework with illumination-randomized goals. 
 

 
Figure 8: Loss and accuracy analysis of proposed model 

Our suggested approach is based on a theoretical study that 

demonstrates how randomization of illumination encourages 

the model to concentrate on reflectance data. By focusing 

more on reflectance information rather than domain-variant 

illumination information, the model generalisation 

performance may be further enhanced. Similarly, the averaged 

attributes of the data-augmented data points might be 

considered for data augmentation. The method we used to 

improve retina image segmentation still has significant 

drawbacks despite its success. To begin, when developing our 

approach, we just considered the differences in lighting across 

various datasets. It is possible to train an irradiance model by 

using domain samples over different lighting environments. 
  

Since the illumination difference causes to huge domain gaps 

across datasets, generalizable segmentation performance may 

be greatly improved. The different medical images are 

acquired over a variety of sources utilising numerous kinds of 

scanners in real-world clinical practise, however there are 

differences in three characteristics of the images: their look, 

spatial arrangement, and quality. These differences are 

common. More domain discrepancies must be minimised in 

colour medical image segmentation in order to acquire a more 

general generalisation ability, which means that lighting 

difference is one of the aspect differences. The second 

limitation was that our research focused solely on retina image 

segmentation. 
  

A variety of colour medical image segmentation challenges 

will be used to test our framework's performance. Retinex-

based image decomposition relies on a real time illumination 

model that has unswerving illumination for all images. 

According to the suggested metric TGCI, we calculated the 

transport matrix T from this physical model and evaluated 

image decomposition's quality based on this model's transport 

matrix. However, the imaging of illumination maps may be 

aided by secondary illumination from other tissues. When 

utilising RGB images without depth information, it is 

impossible to quantify the recoils under secondary 

illumination. In addition, the route of the ray’s changes 

depending on the angle at which the emitter is pointed. 

However, optimising the suggested approach may be hard or 

impossible issue while the pathways of rays propagating that 

might vary.  
 

░ 5. CONCLUSION 
An arbitrary illuminated SDG model was developed for 

generally applicable segmentation of medical images using 

randomised illumination augmentation. A retinal neural 

netwrok was used to breakdown various medical colour 

images as absorbance maps without any supervision. Medical 

images were generated under a variety of lighting situations 

using illumination randomization to supplement the 

illumination maps. These images were then given into the 

segmentation model as input. In addition, we developed a new 

measure named as TGCI, for assessing the eminence of retinal 

image decompositions. The suggested system was tested 

extensively on various retinal images image semantic 

segmentation. The processes and rationales underlying our 
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strategy were also examined in depth, providing a clearer 

grasp of how randomising the illumination information might 

help DG. It will take more time and effort to extend this 

paradigm to additional colour medical image segmentation 

challenges, given how simple and successful it is. 
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