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░ ABSTRACT- Deep neural network (DNN) based models are highly acclaimed in medical image classification. The 

existing DNN architectures are claimed to be at the forefront of image classification. These models require very large datasets to 

classify the images with a high level of accuracy. However, fail to perform when trained on datasets of small size. Low accuracy 

and overfitting are the problems observed when medical datasets of small sizes are used to train a classifier using deep learning 

models such as Convolutional Neural Networks (CNN). These existing methods and models either always overfit when training 

on these small datasets or will result in classification accuracy which tends towards randomness.  This issue stands even when 

using Transfer Learning (TL), the current standard for such a scenario. In this paper, we have tested several models including 

ResNet and VGGs along with more modern models like MobileNets on different medical datasets with transfer learning and 

without transfer learning. We have proposed solid theories as to why there exists a need for a more novel approach to this issue, 

and how the current methodologies fail when applied to the aforementioned datasets. Larger, more complex models are not able to 

converge for smaller datasets. Smaller models with less complexity perform better on the same dataset than their larger model 

counterparts. 

 

Keywords: Acute Lymphoblastic Leukemia, Convolutional Neural Network, Deep Neural Network, Transfer Learning, White 
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░ 1. INTRODUCTION   
Investigation of chronic blood-related diseases like Leukemia, 

Erythrocytosis, and Anemia discussed in [1] and [2], involves 

microscopic examination of blood. Many critical blood-related 

diseases can be controlled by examining the morphology of 

blood cells. The analysis involves the study of morphological 

features of blood cells. One such disease related to abnormal 

growth of WBC (Leukocytes) is Leukemia. Here, the work is 

towards analyzing a small-size data set from a specific type of 

leukemic blood smear image. The type of leukemia under 

consideration is Acute Lymphoblastic Leukemia (ALL). In 

this kind of abnormality, white blood cells (WBC) are not 

developed. ‘Lymphoblasts’ is the name given to such 

underdeveloped cells. These blasts block the production of 

robust red blood cells, platelets, and even fully developed 

white blood cells (Leukocytes). ALL is usually diagnosed by 

taking a complete blood count. In this test, the doctor will 

check if the number of WBCs has increased and whether there 

are signs of leukemia cells or not. Sometimes these symptoms 

are not enough for doctors to endorse that the patient has 

leukemia.  
 

However, to date, the morphologic profile of blood cells is 

primarily based on handling blood smear slides manually. In 

[3] it is discussed that such investigation involves visual 

examination of slides that lacks quality control and economic 

scalability. As stated in [4], it is believed that the preparation 

and analysis of blood smears require highly qualified 

technicians otherwise, the analysis may give erroneous results, 

which are not acceptable in the field of medical diagnosis. To 

overcome the limitations mentioned above, studies have 

presented different methods of computer-aided diagnosis for 

ALL. In these methods, microscopic images of blood are 

analyzed to detect Leukemia. These methods are more 

competent, faster, cost-effective, and accurate than manual 

methods. To implement automation in the microscopic 

examination, firstly with the help of some image acquisition 

techniques, microscopic images are captured and stored as 

digital files. These digital images are fed to a structured 

program, also known as an algorithm to extract meaningful 

data from it. The program must find and recognize patterns in 

the data, in an efficient manner. A computer program 

(algorithm) designed to find patterns in structured data is 

attributed to machine learning (ML). In [5] utilizing ML 

methodologies, a detailed review of current advancements in 

brain tumor detection is presented. 
 

Image processing and machine learning techniques are 

predominantly used in the automated or computer-aided 

analysis of ALL-like diseases. Preprocessing, image 
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segmentation, feature extraction, and classification are the 

basic steps involved in image processing based on medical 

image analysis tasks. The success of each step is dependent 

upon the successful completion of the previous step. High 

classification accuracy is achievable, provided all the above-

mentioned steps are completed. As discussed in [6], a new 

modified approach is proposed for brain tumor classification 

as well as feature extraction from Magnetic Resonance 

Imaging (MRI). The study found that these steps are essential 

and are problem-dependent. 
 

Recently, deep learning techniques have become promising 

options for the analysis of medical images. For example, work 

in [7] and [8] reported that convolutional neural networks have 

been applied as a microscopic analysis methodology. 

Designing and training a deep neural network (DNN) is an 

important but lengthy process. The transfer learning approach 

has been explored as a solution to this problem of training 

from scratch. 
 

In this work, CNN's Selftrained models and the transfer 

learning fundamentals are applied. In transfer learning, DNN 

that has successfully tackled one problem is utilized and tuned 

to solve another task. In deep learning, CNN predominantly 

takes care of visual image analysis. In the 1980s CNN was 

invented and adopted a breakthrough in the year 2000 with the 

introduction and popularity of Graphics Processing Units 

(GPUs). Dan, in 2011 introduced different types of CNN, 

which were based on high-performance GPUs. Survey paper 

[9], discussed the history and evolution of GPU hardware 

architecture. In [10], Ciresan has analyzed that the use of high-

performance GPU has helped in achieving a higher 

recognition test error rate of 0.35% during digit recognition 

(MNIST). Also, 3D recognition of object (NORB) and natural 

images (CIFAR10) detection gave recognition test error rates 

of 2.53% and 19.51%, respectively. In 2012, The Krizhevsky 

model won the ImageNet large-scale visual recognition 

challenge. This model, as discussed in [11], [12], and [13], 

was trained on 1.2 million high-resolution images with fine 

details. The model consists of 8 weighted layers, out of which 

5 are convolution layers, and 3 are fully connected layers. 

ReLU, as described in [14], is used as an activation function. 

Image identification has been achieved by a few deep models 

like VGG, MobileNet, and DenseNet. These models are 

trained on ImageNet datasets for the task of identifying 

images. A lightweight deep neural network, created using 

optimized architecture, is based on the concept of depth-wise 

separable convolution. MobileNet as reported in [15], is an 

example of one such architecture which utilizes factorized 

convolution. 
 

Generally, in a standard convolution process, all input 

channels undergo filtering operation simultaneously and 

output is decided based on all combined values. However, to 

reduce the computational complexity experienced in standard 

convolution another approach is used. In MobileNet, depth-

wise convolution and pointwise convolution are considered. In 

depth-wise convolution, individual channel experiences 

convolution operation separately. These individual outputs 

obtained from all the channels of the depth-wise stage are 

linearly combined using 1x1 pointwise convolution. 

A convolution layer with n number of filters (kernels) each of 

size DF xDFx1 is considered. The image of size DI x DI x m 

undergoes convolution to produce a result of DR x DR x n. The 

computational cost (Cost) for standard convolution is 

estimated as 
 

Cost = D2F × D2R × m × n                                         (1)  
 

Depth-wise Convolution:  Here, in one convolution operation 

the number of multiplications per kernel is given by the 

following equation. 
 

MdF1 = D2F                                                                   (2)  
 

Pointwise Convolution: Here, kernels of size 1×1×m are used 

to linearly combine the outputs of all the channels of 

depthwise convolution. Hence, the number of multiplications 

per kernel on one convolution operation is:  
 

MpF1 = m                                                                        (3) 
 

According to [16], an Open-source system called DenseNet 

computes dense, multiscale features from the convolutional 

layers of a CNN-based object classifier. The above discussion 

about different architecture reveals the fact that deep CNN can 

lead to excellent performance. 
 

In the case of training models like VGG, MobileNet, and 

DenseNet using CNNs, giant ImageNet datasets are mainly 

used. In reality, medical imaging research lacks the 

availability of massive datasets like ImageNet. Collecting a 

large domain-dependent set of data can be expensive for a 

specific task. A technology that can methodically run a deep 

neural network for smaller datasets without compromising on 

high performance is a challenge. As a solution to the above 

problem, transfer learning is explored in the case of training 

the data that belongs to the category of “smaller datasets”. 

Obtaining the pre-trained model weights, that were developed 

for one task and reusing them on another task without learning 

from scratch, is the core concept behind transfer learning. So, 

transfer learning can be looked upon as an approach that will 

reduce the optimizations, achieving lesser training time and 

improved performance. 
 

However, experiments carried out in this work show that the 

implementation of pre-trained models always does not prove 

efficient. Sometimes, these models fail to achieve good results. 

In this work, the Self-training criteria are explored as a 

counteraction to pre-training. The experimental results 

highlight the fact that the performance parameters obtained for 

small-size datasets trained with the help of random weights are 

comparable with its counterpart in which Image Net retraining 

is used. Even large models like ResNet101, when trained from 

scratch using a small set of data (ALLIDB2), yield comparable 

results without showing any overfitting. The rest of the paper 

is arranged as follows. The succeeding section describes the 

related works in which traditional and recent methods are 

discussed. Next, the methodology implemented in this work is 

discussed. This is followed by a section on the experimental 

http://www.ijeer.forexjournal.co.in/
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setting in which algorithms and experimentation are 

elaborated. The fifth section is all about the result and its 

analysis. It is followed by a section that concludes the paper. 
 

░ 2. RELATED WORK 
Research conducted in the field of infirmity, specifically blood 

disease diagnosis and detection, are discussed in this section. 

Related traditional methods examined in [17], [18], and [19], 

consider conventional image processing steps like 

preprocessing, image segmentation, feature extraction, and 

classification. Deep learning methods, which utilizes extensive 

learning task through the deep neural network are examined in 

[20], [7], and [8].  
 

2.1 Traditional Method 
A cloud-assisted mobile framework that classifies WBC into 

five classes is discussed in [17]. The color k-mean 

segmentation algorithm is adopted by the framework to 

segment the leukocyte or white blood cells (WBCs). In this 

work, the segmentation algorithm employed various 

morphological operations to remove unrelated components. 

The principal component analysis method is adopted to extract 

varied geometric, statistical, and textural features from 

segmented WBCs. Finally, a multiclass support vector 

machine (SVM) is employed for classification purposes. This 

framework utilizes a dataset of 1030 blood smear images, and 

successfully produced an average accuracy of 98.6%. 
 

Conventional medical image processing steps like 

preprocessing, nucleus segmentation, feature extrication, 

feature selection, and classification are incorporated into the 

system suggested by [18]. For segmentation, methods like 

ellipse curve fitting, morphological operations, and 

thresholding are used in [18]. Features are extracted from the 

nucleus and cytoplasm region. The greedy search algorithm is 

utilized to decide upon selected features. Finally, Naive Bayes 

and linear classifiers using selected features are employed for 

classification. 
 

2.2 Transfer Learning 
Training an image classifier that will achieve near-human-

level accuracy in image classification is preferred by many 

researchers. Such classification requires a massive amount of 

data, lots of time in hand, and considerable computational 

power. In deep learning, one of the popular training techniques 

is transfer learning, where models that have been trained for a 

specific task are reused as a starting point for another model 

that is designated to perform some different tasks. The goal of 

transfer learning is to improve the learning skills in the target 

task provided the knowledge comes from the source task [21]. 

Models trained on large image datasets like ImageNet, and 

COCO are built by some researchers, and later, they shared the 

models for reuse. Transfer of knowledge would improve 

learning performance and reduce the effort of data collection 

[22]. 
 

According to work presented in [23] and [24], object 

classification results are significantly improved by using 

transfer learning concepts. However, as recorded in [25], when 

a new classifier is trained with a smaller number of samples, 

there exists a risk of overfitting the new data, leading to poor 

generalization. To overcome this problem, Shrivastava et al. 

[26] came up with the concept of dropout. Also, the concept of 

data augmentation was reported in [27], [28], and [29]. Above 

mentioned techniques are proven useful in preventing the 

neural network from overfitting. In [30] deep learning is 

explored to classify images based on large-scale datasets. 

Deep neural networks utilizing the concept of transfer learning 

is being explored for the classification of medical image, and 

the same is discussed in [31] and [32]. The convolutional 

neural network architecture with dropout and fine-tuning 

strategy used for transfer learned representation of huge image 

classification dataset is proposed in [33], [34], [35], and [36]. 

In this paper, the prime focus is on utilizing the pre-trained 

DNN models and also on models trained from scratch in a 

minimal dataset regime. 
 

2.3 Deep Learning 
Multilayer DNN is implemented either by using the supervised 

method, as recorded by [37], or using unsupervised methods, 

as supported by [38] and [39]. Work analyzed in [40] uses 

dropout parameters in the deep model to attain better 

performance. Similar to our proposed work the study in [41] 

has experimented with nine pre-trained CNN models. Their 

work was aimed toward improving diagnostic efficiency for 

COVID-19 detection and establishing comparative analysis of 

different pre-trained CNN models in a limited class CT image 

dataset. In [42], AlexNet is used for both feature extraction 

and classification with a dataset consisting of 2820 images. 

Habibzadeh et al. in [43] implemented a work classifying 

WBCs using deep learning models into four primary types 

including Neutrophils, Eosinophils, Lymphocytes, and 

Monocytes. To analyze the accuracy, two fine-tuned versions 

of ResNets are explored in that work.  Deep learning-based 

ExceptionNet under the transfer learning paradigm is 

discussed in [44], here the proposed model uses chest-X rays 

collected from the open-source dataset (COVID -19 Dataset) 

using K-10 cross-validation. 
 

Here, the proposed work is mainly focused on exploring 

Selftrained and Pretrained versions of VGG, MobileNet, and 

ResNet.  Different from the analysis of [40], in the present 

work, the data-augmentation transformations along with 

dropout are being added to the data pre-processing 

configuration. However, the above-mentioned pre-trained 

models fail to achieve the expected results. The objective of 

the proposed work is to present the argument through 

experimentation that even appropriately modified pre-trained 

CNNs having depth, fail to correspond to a small dataset. 

░ 3. METHODOLOGY 

3.1 Framework of approach 
In the controlled experiments performed to ablate the role of 

ImageNet pretraining, architectural improvements are not the 

prime concern. It is desired to understand the impact of 

ImageNet pre-trained models, which are trained from scratch 

for a different domain task. Experiments were carried out on 

different kinds of models, namely MobileNet, ResNet, and 

VGGs. These were tested with pre-training and self-training 

http://www.ijeer.forexjournal.co.in/
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on different datasets. As shown in figure 1 the image is 

preprocessed and goes through the stage of data augmentation. 

Both pretrained and self-trained above-mentioned models are 

explored in this experimentation. Output in the form of 

accuracy is analyzed. 
 

3.2 Data description 
In the medical domain, it is common that images usually 

originate from some sort of medical imaging devices like an 

MRI scan or ultrasound scan. As discussed in [45], the images 

in ALL-IDB1 and ALL-IDB2 are photographs of biological 

cells or membranes as seen under a microscope. The dataset 

referred to as the ALL-IDB2 dataset (Dataset1), contains 260 

cell images: 130 normal and 130 affected by Acute 

Lymphoblastic Leukemia. This image set has been designed 

for testing the performances of classification systems. The 

ALL-IDB2 is a collection of cropped areas of interest of 

normal and blast cells that belong to the ALL-IDB1 dataset. It 

contains 260 images, and 50% of these represent 

lymphoblasts. ALL-IDB2 images have similar gray-level 

properties to the images of the ALL-IDB1, except for the 

image dimensions. The dataset is public and freely available. 

The ALL-IDB2 image files are named with the notation 

ImXXX_Y.jpg where XXX is a progressive 3-digit integer and 

Y is a boolean digit equal to 0 if the cell placed in the center of 

the image is not a blast cell, and equal to 1 if the cell that is 

placed in the center of the image is a blast cell. Please note 

that all images labeled with Y=0 are from healthy individuals, 

and all images labeled with Y=1 are from ALL patients.  

Another dataset that is used to test the performance of models 

is the CNMC dataset (Dataset2). As discussed in [46], 

CNMC is a dataset of cells with labels (normal versus 

cancer). It is provided to train machine learning-based 

classifiers to identify normal cells from leukemic blasts 

(malignant/cancer cells). These cells are segmented from the 

microscopic images. These images are representative of 

images in the real world because they contain some staining 

noise and illumination errors. However, these errors have 

been mainly fixed by the method of stain color 

normalization. This dataset was also used for IEEE ISBI 

2019 conference challenge: Classification of Normal vs. 

Malignant Cells in B-ALL White Blood Cancer Microscopic 

Images. 

3.3 Data augmentation 
If a smaller number of training cases are used then there is a 

chance of overfitting. To reduce the problem of overfitting, a 

couple of strategies such as data augmentation and dropout 

need to be implemented. To make the most out of a few 

training examples, "augment" the available training samples 

via several random transformations so that at training time, 

the model will have a broader and more robust distribution so 

that it learns the best features from the dataset. This helps 

prevent overfitting and helps the model generalize better. The 

transformations used are random-crop, horizontal flip, and 

normalize. After applying the transformations to a benign 

image from the training set of ALLIDB2, random variants 

produced are seen in figure 2 below. A random image is 

chosen from the training data to anticipate the intermediary 

results. Next, a figure is generated in which each row indicates 

the output of that layer, and every image in that row indicates 

a specific filter that is present in the output feature map. 

Figure 3 shows the conversion of image pixels to an 

increasingly abstruse and compact depiction.  

 

Figure 1: Framework of proposed work  

 

 
Figure 2: Image augmentation 
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░ 4. EXPERIMENTAL SETTINGS 
The experiments performed in this work aim towards figuring 

out “how helpful are pre-trained models for medical datasets”. 

The shapes and outlines of images used in pretrained models 

are different from those in medical datasets. For this reason, in 

medical image classification tasks, pre-trained models that are 

trained from scratch should be used. Further, it is observed 

that medical datasets are usually very small in size and bigger 

models tend to overfit the data. This is where smaller models 

are more helpful as they respond better to smaller datasets. At 

the same time, they are faster and more efficient for 

deployment on mobile devices with lesser computational 

power. The algorithm is discussed below and the flowchart is 

shown in figure 4. 

4.1 Algorithm of proposed work 
Import all dependencies and datasets from the file system  

-Formulate image transformation with resizing, random 

horizontal flip, and Normalization methods to improve dataset 

robustness. 

-Set parameters for learning rate, batch size, epochs, etc. 

-Load data using torch data loader  

-Set model to be tested with pre-training or no pretraining 

options. 

-Set optimizer with stochastic gradient descent 

-Start model training 

-Save model accuracy, time for running training epoch, and 

time for running test epoch 

-Plot graphs for accuracy, training time and testing time 

-Save and compare different models and build graphs 

accordingly. 

 
 

Figure 4: Flowchart of the Algorithm 

 

 

 

 

 

 

 

Figure 3: Intermediate results in CNN 

http://www.ijeer.forexjournal.co.in/
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4.2 Experimentation 
In these experiments, the medical imaging task of 

investigating Leukemia (ALL) is taken into account. In this 

regard deep neural network architectures, including both 

standard architectures generally used for medical imaging 

(ResNet50 and VGG16) as well as their smaller, less complex, 

lighter versions, are explored. One more modern model meant 

for mobile devices, MobileNetV2 is also tested. 

For each network architecture, either in pretraining or self-

training cases, a Stochastic Gradient Decent (SGD) optimizer 

in a maximum of 240 epochs is used. Batch size is set to 8 for 

test and train both with an initial learning rate of 0.05. SGD is 

an optimization algorithm that evaluates the gradient of error 

for the existing state of the model utilizing the samples from 

the training dataset. It is followed by updating the weights of 

the models using the backpropagation algorithm. The extent to 

which the weights are updated during training depends on the 

learning rate, given by equation (4).  
 

 

(4) 

 = weights in layer , 

 = partial derivative of the loss function with reference to          

the weights ω of the model, 

    = learning rate. 

Equation 4 expresses the modification of parameters according 

to SGD. Here,   in LHS and RHS of ⃪ indicates the updated 

and old weights in layer  respectively.  indicates the partial 

derivative of the loss function with reference to the weights ω 

of the model. Proportional to the learning rate  , the weights  

 are updated in a direction that is negative of the gradient. 

This is done to minimize the loss function. The rule of 

updating the weights is called Gradient Descent. This is 
exemplified in Figure 5 the term ‘G’ is used to denote the 

gradient. Each round of parameter updates requires passing a 

batch of examples through the NN, averaging their loss, and 

accumulating gradients via backpropagation. These steps 

constitute one iteration of stochastic gradient descent (SGD). It 

can be concluded from the above discussion that SGD is 

nothing but updating the parameters with the help of the 

gradient estimated from the batch of training examples. 

 

 

Figure 5: Illustration of the gradient descent 

In an experiment with VGG11 and VGG 13 on the CNMC 

data set, it is observed that the models were not converging 

and were giving random outputs. One of the solutions to this 

problem was reducing the learning rate. The learning rate was 

reduced from 0.05 to 0.01 in a staggered manner and it is 

found that at 0.01 the self-trained VGG models achieved 

convergence, but the pre-trained model still refused to 

converge. Next, in experimentation, it was observed that the 

ResNet are small in “size” and were able to converge under 

similar conditions with all models. Later it was also noticed 

that MobileNets needed a lower learning rate and adopted the 

learning rate of 0.01 during all the experiments. 

For experimentation purposes, the same learning rate values 

were utilized between all the models to draw an equal and fair 

conclusion (whether pre-training helps or does not help). 

Python is used as a programming language to train CNN 

models. The images were re-sampled to 224 × 224-pixel 

resolutions to suit the input requirements of customized and 

pre-trained CNNs. These are normalized to facilitate faster 

convergence. The models were trained and tested on a DGX 

Station, Ubuntu OS, with Intel® Xeon® CPU E5-2698v4 2.2-

GHz processor (20-core), NVIDIA Tesla® V100-DGXS-

32GB with 32 GB per GPU (128 GB total) of GPU memory. 

Each of CNN’s architecture utilizes some hyper-parameters 

for deep transfer learning. Parameter values are presented in 

table 1. 

░ 5. RESULT and ANALYSIS 

5.1 Result Analysis 
As discussed in the dataset description section 3.2, two 

publicly available datasets are used to perform the 

experimental study. Accuracy is used as a performance metric 

to examine the efficacy of the classification model. This 

accuracy measure will work, as the datasets under 

consideration contain an equal number of images for both 

classes. 
 

ALL-IDB2 (Dataset1: 2-class): Accuracy calculations for ten 

self-trained and pre-trained models for dataset1 are shown in 

table 2 for each model 5 runs are executed, and the average 

accuracy is noted. For self-training, ResNeXt-50 is showing 

the highest average accuracy of 99.33%, and for pretraining 

ResNet 101 is showing the highest average accuracy of 

99.33%. From table 2 it is observed that the self-trained model 

gave comparable accuracies to its pretrained counterparts. In 

the case of complex models belonging to the VGG family, it is 

observed that only self-trained models could achieve better 

average accuracy. The accuracy values for self-trained models 

of VGG11, VGG13 and VGG16 are 84.67%, 78.99%, 76.33%, 

respectively. Whereas the average accuracies for the pretrained 

counterparts in all three cases i.e., VGG11, VGG13, and 

VGG16 gave the lowest accuracies of 41.67%, 51.99%, and 

53.67% respectively. 
 

CNMC (Dataset 2: 2-class):  Accuracy calculations for ten 

self-trained and pre-trained models for dataset2 are shown in 

Table 3 for each model 5 runs are executed, and the average 

accuracy is noted. For self-trained models, ResNet-101 is 

showing the highest average accuracy of 91.25%, and for pre-

http://www.ijeer.forexjournal.co.in/
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trained models, MobileNet is showing the highest average 

accuracy of 94.20%. From Table 3 it is observed that the self-

trained model gave comparable results to its pretrained 

counterparts in Dataset 2 as well. In the case of complex 

models like those belonging to the VGG family same trend is 

observed. Only self-trained models could achieve better 

average accuracy of 89.29%, 67.87%, and 60.59% in the case 

of VGG11, VGG13, and VGG16, respectively. Whereas the 

average accuracies for the pre-trained counterparts in all three 

cases of the VGG family gave the lowest accuracies of 

24.18%, 30.06 and 24.21% respectively. It is observed from 

table 2 and table 3 that in case of both Dataset1 and Dataset2, 

ResNet-18, ResNet-34, ResNet-50, ResNet-101, WideResnet-

50, ResNeXt-50, MobileNetV2 give almost comparable 

accuracies. 

These results are surprising and call into question the 

understanding of the effects of ImageNet pretraining. 

Observations from the literature review suggest that ImageNet 

pretraining is a go-to solution (and probably will be for some 

time) when sufficient target data or computational resources 

are not available with the medical research community to 

make target task training possible. Both Dataset1 and Dataset2 

are considered in the category of small datasets, but 

experiments and results have shown the effectiveness of 

Selftrained models. In the future, when the research 

community will have an ample amount of data and a faster 

calculation mode, the study undertaken in this work advocates 

the fact that training on target task is a solution to consider, 

especially when there is a significant gap between the source 

pretraining task and the target task. It is observed that the 

accuracies between pre-learning and self-learning are 

comparable for different models. In the case of VGG13, it is 

analyzed that the initialized random self-learning weights 

could converge, but this was not the case with the pre-trained 

models, which relied on the “best weights”. 

It is effortless to get accuracy above 90% for skewed datasets. 

In all the experiments under study, even if datasets were small, 

they were balanced, hence the accuracy values obtained are 

actual. As far as SelfTrained VGG11 and VGG13 results for 

Dataset2 are concerned, it is observed that VGG11 

smoothened its outputs and converged through the entire 

epoch range. In contrast, VGG13 fluctuated a lot while finding 

suitable weights but eventually fell into random guessing in 

the forward epoch experiments. In pretraining, neither the 

VGG11 nor VGG13 model show convergence. 

5.2  Discussion 
Significant advantages of training from scratch (self-training) 

are depicted by the experimental results of this work. The 

experiments using self-trained models delivered comparable 

results in the setup of low data availability and also with weak 

data augmentation. It is also observed that self-training 

delivered appreciable classification accuracy when pretraining 

failed and when pretraining succeeded. 
 

The main observations from the experiments are summarized 

as follows: 
 

 Deep ImageNet models without architectural changes, are 

utilized for training from scratch on target tasks. 

 Less number of iterations are required to converge in 

smaller models. 

 The time required for ImageNet pre-training and self-

training is almost similar in several experiments.  

 Bigger, more complex models and pretrained models found 

it difficult to converge on the medical dataset.  

 Self-trained and smaller, fewer complex models found it 

easier to converge on the medical datasets. 

Here, the graphical representation of performance measures 

for dataset 2 is presented and discussed in figures 4-8. The 

performance of both ResNet 18 Selftrained and ResNet 18 

Pretrained models is shown in figure 4. It shows the existence 

of overfitting after the epoch value of 150. The reason is, that 

training accuracy is observed to be better than test accuracy. 

However, in both cases, the accuracy follows an increasing 

trend after the epoch of 150. Training accuracy reaches the 

value of 100%, whereas test accuracy settles at around 85%. 

In the case of the ResNet 50 self-trained and ResNet 50 pre-

trained model, a different trend is seen. As observed from 

figure 5, overfitting is reduced, as test accuracy remains high 

as compared to training accuracy. In Selftrained and Pretrained 

ResNet50, till the epoch value of 120 and 150 respectively, the 

test accuracy remains high as compared to train accuracy. 

However, after that, there is a sudden fall, and the model fails 

to achieve accuracy greater than 50% in above mentioned two 

models. 

Figure 6 depicts the performance measure i.e., accuracy for 

the self-trained and pre-trained ResNet101 model. Here, it is 

noticed that for self-trained ResNet101 the test and training 

accuracy attain similar value throughout the range of epochs 

and reaches up to 100%. In the case of pretrained ResNet101, 

the training accuracy is almost constant at around 80% 

whereas test accuracy is fluctuating between 50% and 85%. 

However, it remains higher than train accuracy for the 

complete epoch range. 

Performance parameters, test and train accuracies for more 

complex and bigger models like VGG11, VGG13, and 

VGG16 are presented in figure 7 and figure 8. For self-trained 

VGG11, initially up to the first 50 epochs, the test accuracy 

manages to be at a higher value than train accuracy. After an 

epoch of 50, the model enters into overfitting, delivering the 

highest training accuracy of 100% for epochs above 150. The 

test accuracy is maintained at around 85% from the initial 

epoch up to the final epoch. Whereas pre-trained VGG11 

failed to achieve more than 25% accuracy in both the training 

and testing phases. The graphical analysis of the above 

discussion is shown in figure 7. 

The performance measures for Self-trained VGG13 and 

VGG16 are depicted in the top two figures of figure 8. From 

this, it is observed that overfitting is reduced with test 

accuracy remaining higher than training accuracy. However, 

this effect is observed only up to epochs of 90 and 45 

respectively in above mentioned two figures. From Figure 8 

bottom two figures showing accuracy matrices for pre-trained 
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VGG13 and VGG16, it is analyzed that both the models are 

underperforming as far as smaller datasets are concerned. 

A comparative analysis of the proposed work with the 

pretrained results obtained from the literature [47] for Dataset1 

is presented in table 4. Here, the train test split is considered in 

the ratio of 60:40. As observed from table 4, a complex model 

like VGG16 is showing good performance i.e.  76.33% 

accuracy in the SelfTrained model as compared to respective 

pre-trained models in literature as well as in proposed work. 

The above discussion complements to main observation points 

discussed in section 5.2. 

  

Figure 4: Test and train accuracy for self-trained and pre-trained 
ResNet18 

 

  

Figure 5: Test and train accuracy for self-trained and pre-trained 

ResNet50 

 

  

Figure 6: Test and train accuracy for self-trained and pre-trained 
ResNet101 

 

  

Figure 7: Test and train accuracy for self-trained and pre-trained 

VGG11 

5.3 Limitations 
 Testing on more datasets of blood smear images is 

required. 

 Models like DenseNet, InceptionV2, and AlexNet are also 

very popular in image recognition and classification. 

 Although, SGD was chosen for the very fact that it can't 

adapt. Ideally, a model should converge regardless of the 

type of optimizers used. So, SGD was able to show 

extreme conditions. But experimentation should be done 

with other optimizers as well. 

 For performance measures, the F-score and other 

parameters of the confusion matrix are not explored.  

 

░ 6. CONCLUSION 
With the results on different small datasets, it is observed that 

the training time is comparable between all the models and 

datasets. Looking at the results and training path, it can be 

concluded that the pretraining of models for small medical 

datasets is not recommended. Excellent accurate accuracy for 

the problem at hand can be achieved provided a suitable, non-

complex model that can understand and learn all the features 

of the given dataset is chosen. In this work, self-training a 

model from scratch with an application aiming for image 

classification is studied. Obtained experimental results 

highlight that self-training works better, even if the amount of 

data available is less. So, such models can also be explored in 

the field of speech recognition, Natural Language Processing 

(NLP), bioinformatics, etc. In this work, publicly available 

data sets are studied which belong to a particular type of blood 

disease, i.e., Leukemia. The positive effect of this method is 

expected to give good results if applied to datasets in the field 

of self-driving and healthcare. Also, the method can be 

adapted for other datasets and sensitive applications that have 

ethical implications, such as mass surveillance. 

 

Figure 8: Test and train accuracy for self-trained and pre-trained 

VGG13 and VGG16 
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░ Table 2. Accuracy of Pretrained and Selftrained Model-Dataset1 

 

Models 

Self-Training time per 

epoch(sec) 

Pretraining time per 

epoch(sec) 

Self-Training Average 

Accuracy (%) 

Pretraining Average 

Accuracy (%) 

MobileNet 2 1.9-2 98.66 98.33 

ResNet18 1.5 1.4-1.5 98 98.32 

Resnet34 1.9 1.9 97.768 98.666 

Resnet50 2.7 2.6-2.7 95.19 95.99 

Resnet101 5.1 5 96.67 99.33 

Resnext50 4 3.6 99.33 90.67 

VGG11 2.7 2 84.67 41.67 

VGG 13 3.3 3.2 78.99 51.99 

VGG16 3.7 3.6 76.33 53.67 

WiderResnet50 4.3 4.2-4.3 97 98 

 

░ Table 3.  Accuracy of Pretrained and Selftrained Model-Dataset2 

 

░ Table 1. Parameter setting of CNN 
 

Parameters CNN Architecture 

Resnet-18 Resnet-34 Resnet-50 Resnet-101 VGG11 VGG13 VGG16 WideResnet50 ResNext50 MobilenetV2 

Optimizer SGD SGD SGD SGD SGD SGD SGD SGD SGD SGD 

Learning Rate 0.05 0.05 0.05 0.05 0.05, 

0.01 

0.05, 

0.01 

0.05, 

0.01 

0.05 0.05 0.01 

Learning 

Decay Rate 

0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 

Momentum 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 

Epochs 240 240 240 240 240 240 240 240 240 240 

Train Batch 

size 

8 8 8 8 8 8 8 8 8 8 

Test Batch 

Size 

8 8 8 8 8 8 8 8 8 8 

Total No of 
Parameters 

11M 21,8M 25.5M 44.5M 138M 138M 138M 2.2M 25.0M 4.3M 

Model 
Self-Training time per 

epoch(sec) 

Pretraining time per 

epoch(sec) 

Self-training Average Accuracy 

(%) 

Pretraining Average 

Accuracy (%) 

MobileNet 38 36 90.76 94.2 

ResNet18 26 30 89.81 90.22 

ResNet34 36 43 90.24 90.05 

ResNet50 62 55 90.23 89.98 

ResNet101 76 74 91.25 89.41 

ResNext50 67 66 90.27 89.72 

VGG11 47 47 89.29 24.18 

VGG 13 30-31 58 67.87 30.06 

VGG16 67-68 67 60.59 24.21 

WideResnet50 80 78 90.28 
81.45 
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░ TABLE 4.  Performance comparison of the proposed work 

with the pre-trained model in the literature 

 

DEEP 

MODELS 

ACCURACY 

FROM 

LITERATURE 

PROPOSED WORK 

 

PRE-TRAINED SELF-TRAINED PRE-TRAINED 

DATASET1 

VGG16 71.35 76.33 53.67 

MOBILENETV2 92.89 98.66 98.33 

RESNET 18 89.23 98 98.32 
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