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░ ABSTRACT- The identity of the speakers depends on the phonological properties acquired from the speech. The Mel-

Frequency Cepstral Coefficients (MFCC) are better researched for derived the acoustic characteristic. This speaker model is based 

on a small representation and the characteristics of the acoustic features. These are derived from the speaker model and the 

cartographic representation by the MFCCs. The MFCC is used for independent monitoring of speaker text. There is a problem with 

the recognition of speakers by small representation, so proposed the Gaussian Mixture Model (GMM), mean super vector core for 

training. Unknown vector modules are cleared using rarity and experiments based on the TMIT database. The I-vector algorithm is 

proposed for the effective improvement of ASR (Automatic Speaker Recognition). The Atom Aligned Sparse Representation 

(AASR) is used to describe the speaker-based model. The Short Representation Classification (SRC) is used to describe the speaker 

recognition report. A robust short coding is based on the Maximum Likelihood Estimation (MIE) to clarify the problem in small 

representation. Strong speaker verification based on a small representation of GMM super vectors. Strong speaker verification based 

on a small representation of GMM super vectors.  
 

Keywords: GMM super vector, Robust sparse coding, MFCC, Speaker recognition, Sparse representation. 

 

 

 

░ 1. INTRODUCTION   
Speaker recognition is located on the speaker's speech 

recognition is extensively used in business interactions, debate, 

and law enforcement [1]. Speaker recognition involves 

identifying the speech of the person from graphic images. To 

improve the method of voice recognition, it is better to select a 

method of extraction of features that fully combines 

performance and precision [2]. The argument changes gradually 

over time. For powerful acoustic properties, much of the actual 

speaker recognition system uses short-term acoustic properties 

such as cepstral coefficients (MFCCs), predictive Gamma-tone 

Frequency Cepstral Coefficients (GFCCs), etc. The signal is 

processed into frames that overlap one another. The frame 

length is 20-40msec, with a 30-70 percent overlap [3]. To 

capture the knowledge of how these acoustic vectors, change 

over time, the conventional approach is to calculate derivatives 

of cepstral coefficients in the first and second order [1, 4, 5]. 

For experimental purpose original recorded speech sample is 

shown in figure 1 and for their frequency domain analysis, their 

Fourier transform is shown in figure 2. 

 

 
 

Figure 1: Recorded speech sample for speaker recognition 
 

 
 

Figure 2: Fourier transform of the windowing signal 
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The sparse representation of acoustic features such as I-vector 

features, GMM-UBM features tensor features, MFCCs, and 

mean super vectors for speaker recognition with sparse 

representation models has been implemented recently [4, 18, 

19]. In the field of sparse representation, the focus is growing 

due to the application of speech de-noising, source separation, 

speech encryption, and speech classification based on the sparse 

model analysis shown in figure 3. 
 

 
 

Figure 3: Speaker identification model 
 

This paper proposed a new speech recognition system is given 

for the training of a DNN classifier [6]. The MFCC frame 

features are extracted from the speech frames and the super 

MFCC frames are built to capture the static and dynamic 

information in the speech signal [7]. The merger super MFCC 

frames into MFCC maps to learn how to evaluate the speaker 

model [8, 20, 21]. It is contained the speaker model and uses 

them as the LTA features to train the DNN classifier. The 

outline of the technique is shown in the figure also. In the 

training phase, all voice signals are split into a series of 

overlapping time frames [9]. The extracted MFCCs are then 

converted to a super MFCCs map, the MFCCs map can be used 

as the sparse model analysis for training data [10]. 
 

DNN is a popular former method that achieves better 

recognition performance in speaker recognition [13, 14, 22]. A 

large number of hidden layers which must be linear or nonlinear 

are included in this DNN These hidden layers represent the data 

in the encoded form [11]. The main concept of DNN is 

activating the current output layer to the input of the next hidden 

layer [12, 23]. Identification capability is enhanced by using 

enormous hidden layers [13]. In this section, the DNN training 

using an adaptive HHO is elaborated. The major goal of DNN 

is speaker recognition, for such, it uses the features that are 

extracted from the speech signal [14]. 
 

░ 2. RELATED WORK 
Speaker recognition is based on the acoustic characteristics of 

speaker recognition systems. In 2019 short-term acoustic 

characteristics were derived from single speech pictures. The 

most famous are MFCCs. This speaker model is based on the 

sparse depiction and LAT features are derived from the speaker 

model's MFCC map [1]. The novel sparse representation 

classification algorithm identifies the speaker problem. Hence, 

speaker recognition can now be regarded as a typical question 

of pattern classification [2]. For independent speaker 

identification, the MFCC is constructive feature extraction. The 

novel sparse representation with the subspace algorithm, define 

the speaker recognition problem [3]. DNN-based end-to-end 

speaker verification technique. This technique shows the 

efficient outcome for the short utterances of both text-

dependent and independent tasks. Recently machine learning-

based recognition techniques attains huge demand. In this, an 

end-to-end speaker verification system is introduced [15]. The 

training process for this system is performed end-to-end but in 

regularized form, so that, it won’t deviate much long from the 

primary system. Due to this, the over-fitting can be minimized 

as it retards the effectiveness of these end-to-end methods. It 

provides better outcomes for both short and long-duration than 

the i-vector + PLDA baseline. It consists of two major 

components-extraction functions and speaker 

recognition challenge (SRC). In the extraction of a feature, a 

PPCA-super vector is constructed using PPCA and the number 

of own values is then obtained using the Bartlett test [4]. The 

robust verification of speakers is based on the minimal 

representation of GMM super vectors. when compared to I-

vector PLDA the NIST cost is increased to 14%. Super vectors 

are constructed by connecting the mean vectors of GMM to 

describe the speaker’s MODEL [5]. Speaker verification is the 

work to know the speaker from the speech of a person. 

Recently, speaker verification is done very effectively but there 

is an issue with background speakers that need more examples 

for each speaker, so to avoid this issue GMM sparse coding was 

launched [6]. It is explained as stressed speech recognition 

using sparse representation. The dissimilarities between natural 

speech and stressed speech are identified by linear prediction 

coefficients (LPCs) [7]. 
 

The class label of the speaker is not maintained properly in 

traditional dictionary learning. In recent works applying 

Learned Language Recognition Dictionary (LR). So, it is 

analyzing SRC in this work on a discriminative learned LR 

dictionary [8]. 
  

The arrival direction of the speaker is evaluated using an 

acoustic vector sensor (AVS) meaning inter-sensor data ratio 

(ISDR) [16]. When the announcement of deep visual networks 

into traditional voice recognition pipelines is widely 

demonstrated to help system performance [17]. Text-

Independent verification of speakers is based on a traditional 

visual network construction. In this, for speaker verification, a 

text-independent speaker embedding system was suggested 

[10]. The novel approach presents the problem of visual speech 

recognition. It is based on the lip action of the person. Using 

special temporal features visual lip information is extracted and 

the process is done by removing the noise and adding to the 

comparison of images in every video and it is used to build 

kernel sparse representation classifier (KSRC) [11]. 
 

░ 3. THE IDENTIFICATION OF 

SPEAKERS WITH ANALYSIS OF 

SPARSE REPRESENTATION  
Figure 1 it’s described the overall recognition of a 

conversationalist. In the training phase, the signals are split into 

time frames with window combinations. The MFCCs are 

collected from the frame and converted to super MFCCs to 

create the MFCCs diagram. It is used to train the data for the 

development of a sparse model. It can be used as a classifier 

coefficient of a DNN classifier for speaker recognition as an 

LTA feature within the speaker.  
 

3.1 MFCC 
This feature is normally applied for both speaker identification 

and speech recognition. The main objective of this MFCC 

https://www.ijeer.forexjournal.co.in/
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method is to obtain significant information from speech 

waveform by eliminating redundant information. After each 

frame has been turned into a single "N" dimensional feature 

vector, this is done frame by frame. The total number of samples 

in a frame is less than N. The back-end system receives data in 

a way that minimizes the amount of data processing required. 

In feature extraction, the audio input is converted into a vector 

sequence. The procedures listed below are used to find the 

MFCCs. The first step is pre-emphasizing the voice signal. The 

hamming window is applied to each of the speech signal's many 

frames, each of which has a period of 20 milliseconds and an 

offset of 10 milliseconds. MFCCs map is used to represent 

speech signals. These MFCCs are obtained through cepstral 

analysis and corrupt by the frequency scale of Mel. The MFCC 

feature extraction technique is presented in figure 4. 

 

 
 

Figure 4: MFCC feature extraction technique 
 

that went into creating a tiny folded rectangular strip antenna. 

The antenna is in miniature form. In all cases ground plan is 

fixed, only variation is done in the upper part.  
 

Sparse representation model: 
According to the sparse representation speaker model, LTA 

features of the speaker are obtained from the MFCCs map for 

simplicity it is denoted as 
 

𝑋 ∈ 𝑅𝑀∗1, 𝑀 = 12𝑙                                                   (1) 

 

DNN classifier: 

In speaker recognition, DNN is used as a classifier. It Uses four 

layers each of which has ‘R’ sigmoid units. The units in the 

input layer shall be equal to the input vector dimensions ‘M’. 

The output lot DNN is the softmax layer of ‘l’. 
 

3.2 Features Extraction and GMM Super Vector 
In the feature extraction method, MFCC works well for signal 

representation. Voice activity detection is used to decrease 

silence noise. The delta features can obtain dynamic 

information from the frame. 
 

GMM super vector: 

GMM is an effective method for designing text-independent 

speaker recognition. It is represented as: 
 

    𝑃(𝑥) = ∑ 𝑃𝑖𝑓(
𝑥

𝑚𝑖,
)𝑀

𝑖=1                                                         (2) 
 

Campbell invented the GMM super vectors for speaker 

verification. The above figure shows the process of GMM super 

vectors. To get the GMM super vector GMM-UBM is taken as 

a database.  This method has speaker verification done by sparse 

coding shown in figure 5. 
 

 
 

Figure 5: Dictionary creation for speakers’ recognition 
 

Dictionary Construction: 

In sparse representation using I-vectors. Non-target speakers 

are used to constructing dictionaries. They are two methods of 

constructing a dictionary and K-SVD is exemplary. 

 

Exemplar Dictionary: 

D =  [𝑁𝑞𝑡𝑎𝑟,𝐷𝑏𝑔] =[𝑞𝑡𝑎𝑟 , 1, … . . , 𝑞𝑡𝑎𝑟,𝑁𝑡𝑎𝑟,𝑞𝑏𝑔,1, … . . , 𝑞𝑏𝑔,𝑁𝑏𝑔]     (3) 
 

K-SVD Directory: 

The K-SVD is obtained by a clustering algorithm for speaker 

representation. It is represented as 
 

min 𝐷, 𝑋 {‖𝑌 − 𝐷𝑋‖𝐹
2 }, 𝑠. 𝑡.⩝𝑖, ‖𝑥𝑖‖0 ≤ 𝑇0                           (4) 

 

░ 4. RESULTS 
The proposed LTA is used for speaker recognition. The LTA's 

robustness is determined when white noise is present. There are 

four databases for speaker recognition. Which is the TIMIT 

database, Vox forge database, THCHS30 database, and Libri 

speech database. The speaking content sampling rate was 16 

kHz, and the sample size is 16 bits. In prior research, the 

efficiency in the future LTA is exposed by comparing the 

presentation of the same recognition with a changed 

description. The acknowledgment of the concert of the 

projected speaker identification systems is established by 

comparing the projected classification with the speaker 

acknowledgment method. In this immediate experimentation, 

the forcefulness of the description is established in the 

occurrence of noise. Here employed four changed databases to 

examine the concept of a speaker identification scheme. Libri 

Speech database, THCHS30 database, Vox Forge database, and 

the TIMIT database are used for experimental purposes. 10 

combined speakers had been selected for the TIMIT database. 

In those three female speakers and seven male speakers, by 

means of ten English dialogue sentences of every speaker. Here 

derived twelve speakers, from them 4 female and 8 male 

speakers, commencing the online Vox Forge website. It is 

considering eight English speech samples per speaker.  All 

details about the speakers are given in table 1. 
 

░ Table 1: Different databases for speaker recognition 
 

Database Total speakers 
Male 

speakers 

Female 

speakers 

TIMIT 10 7 3 

Vox forge 12 8 4 

THCHS30 10 3 7 

Libri speech 10 5 5 

 

These experimentations were intended to train and test the 

identification performance in the projected speaker recognition 

Speaker’s 

Voice 
I-Vector 

Extraction 
Dictionary 

Construction 

Dictionary 

Learning 

https://www.ijeer.forexjournal.co.in/
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system. The phase of training consists, of every speaker’s voice 

first pre-processed, pre-emphasized, and segmented. It is 

considering the 799 frames with a 20 ms duration of each frame 

by using Hamming windowing size of 12 ms. For frequency, 

domain conversion takes the Fast Fourier transform of each 

frame. It was transformed commencing a power range to the 

Mel-scale by twenty-four triangular Mel-filters. These are 

computed by applying ‘log’ solidity first. Based on traditional 

and DNN-based MFCC the performance rate is addressed in 

table 2.  From the table, it is shown that the DNN-based speaker 

recognition gives a better recognition rate. 
 

░ Table 2: Performance rate of traditional and DNN-based 

MFCC 
 

No. of Speakers 
Performance Rate (%) 

Traditional MFCC DNN based MFCC 

10 91 93 

12 86 90 

15 76 79 

 

The proposed long-term acoustic characteristics for speaker 

recognition obtain average classification accuracy (ACA) as 

follows. 
 

ACA=
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑠𝑎𝑚𝑝𝑙𝑒𝑠

 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑒𝑠𝑡𝑖𝑛𝑔 𝑠𝑎𝑚𝑝𝑙𝑒𝑠
∗ 100%                                (5) 

 

The accuracy rate in terms of the centroid is given in table 3 is 

shown that the if the number of speakers is increasing the 

accuracy rate decreases. But advantages are that if the number 

of the centroid is increasing then the accuracy rate is increasing. 

Experimental results in terms of accuracy are taken from the 

original speech sample shown in figure 6.   
 

 
Figure 6: Original speech sample for speaker recognition 

 

░ Table 3: Speaker recognition accuracy rate 
 

No. of 

Centroid (k) 

Accuracy Rate 

No. of speakers 

10 

No. of 

speakers 12 

No. of 

speakers 15 

2 84% 82% 80% 

4 90% 87% 85% 

8 93% 91% 77% 

16 94% 89% 74% 

 

Here an algorithm is projected for the relevance of accuracy rate 

using different centroid techniques. DNN-dependent MFCC 

feature extraction techniques for different accents equally 

distributed for testing and training databases are extracted 

effectively. Two types of accent identification systems used 

which are based on traditional MFCC and DNN classifier based 

on MFCC feature extraction is also analyzed in this article. 
 

░ 5. CONCLUSION 
The speaker model is built based on the LTA features obtained 

from the MFCC 's speech map with the speaker model. The 

LTA functions contain both dynamic and static information. 

The DNN classifier is used as a baseline method. Today 

identification of speakers is seen as a typical question of 

classification of trends. N this paper well proposed an algorithm 

to classify speakers on sparse representation. The proposed 

algorithm is checked in the TIMIT database and the study is 

carried out on a state-of-the-art speaker we planned to develop 

a novel speaker-dependent emotion benefit technique ASSR to 

incorporate the emotional I-vectors algorithm. Robust sparse 

coding is used to identify the robust speaker. Auditory features 

are much dependent on the speaker’s pitch and formants. 

Acoustic feature extraction using MFCC is an efficient move 

toward accent recognition for the reason that it is combined with 

the sensing feature of speech.  
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