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░ ABSTRACT- Some data streaming applications make use of digital signal processing (DSP). The DSP algorithms include 

transcendental functions like trigonometry, inverse trigonometry, logarithms, exponentials, and other functions in addition to the 

basic arithmetic operations of multiplication and division. By modifying a few simple parameters, it is relatively simple to generate 

a large range of functions, including logarithmic, exponential, and trigonometric ones. Since the CPU needs around n rounds to 

process n bits of incoming data, the CORDIC radix-2 causes a substantial amount of latency. Therefore, radix-4 (which is radix-4 

plus one) and radix-8 (which is radix-8 plus one) may be used to reduce the amount of time needed for the calculation. As a result, 

the total iterations drop from n/2 to n/4. As simulated and synthesized, it was shown that the radix-8 design had a significantly 

higher power consumption, with greater throughput than the radix-2 and radix-4 Coordinate Rotational Digital Computer (CORDIC) 

designs with an additional area overhead. The new algorithm also reduces the amount of twiddle elements to a minimum while also 

simplifying the address generating process. A novel approach makes integrating FFT processors on single chips much easier. This 

approach is demonstrated to be notably efficient in procedures such as SVD or matrix triangularization, in which the calculation of 

the rotation angle is necessary. 
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░ 1. INTRODUCTION   
CORDIC is based on 2-D statistical principle and it is 

introduced by ‘Volder' in 1959 [1]. It is used to calculate the 

hyperbolic, trigonometric, exponential functions and to 

improvement in the scale factor correction of the vector rotation 

[2]. It uses to shifts and adds to perform a wide range of 

functions and wide applications. Operations corresponding to 

the scales are derived when shift operations are applied. The 

creation of architectures for cost-effective, high-performance 

hardware solutions has occurred in the algorithmic design field. 

CORDIC constructed by repeating shift addition operations 

using simple hardware. In the single-stage iterative technique, 

less logic gates are required compared to multiplier circuits. 

CORDIC calculations employ just adders, which is a benefit 

because of the simple hardware it is implanted in. With 

CORDIC, numerous functions can be computed with the same 

hardware [9]. Applications with a focus on cost reduction above 

increasing speed are best. A good illustration of this method is 

in the pocket calculator.  

Radix is the number of unique digits, including the digit zero. 

A lot of different locations in microprocessor design use radix 

multipliers [3]. For digital signal processing applications, 

multipliers are significant as well. A radix sort the data by 

separating the individual digits into their own buckets, followed 

by sorting the data with integer keys. For a Radix operation 

sorting algorithm also makes a stable algorithm [4]. Radix-2 

CORDIC is processed the latency is large, it uses the ten digits 

from 0 to 9, For radix-2 is the integral power of two, the 

algorithm performs a subdivision of the input sequence into its. 

For radix-4 any number in the radix-4 system is half of the value 

in the radix-2 system [5]. For radix-8 it uses a group of 4-bits. 

If we want to decrease the latency of radix, Radix-4 and Radix-

8 can be used. Hardware architecture iteration of CORDIC 

procedure is exposed in figure 1. 
 

 
Figure 1: Hardware architecture iteration of CORDIC algorithm 

 

For faster shifting and adding Booth multiplication will be 

performed. By constructing and synthesizing them, the Radix-2 

Booth encoding multiplier, Radix-4 Booth encoding 

multipliers, Radix-8 Booth encoding multipliers, Radix-16 

Booth encoding multipliers, and Radix-32 Booth encoding 
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multipliers advance the study one step additional. For a Radix 

operation, FFT can be easy to compute the DFT of sequence 

order [6, 21]. In a radix operation with an FFT for using the 

algorithm that can decompose a long FFT into several short 

FFT's. RAM and twiddle factor ROM on chip are accessible for 

the memory data. Every FFT processor can increase its 

performance in the pipelines [20, 22]. For this, the radix 

algorithm usually calculates with FFT. In this paper what we 

know about, how the radix operation must be faster than other 

operations [7, 19]. This is the easy way to perform such a radix 

operation using CORDIC implementation and other 

applications [8]. 
 

░ 2. RELATED WORK 
In 1996, the vectoring mode of the CORDIC approach is based 

on the use of radix-4 method with radix-2 convolution. The 

technique for execution and storage instructions is for carrying 

out certain radix operations for a pipeline process [9, 18]. The 

approach is therefore particularly effective in procedures such 

as SVD or matrix triangularization where an assessment of the 

rotation angle is needed [1]. VLSI technology allowed high-

radix CORDIC algorithm for high-speed sinus and cosine 

computing in CORDIC-based dedicated function generators 

within digital signal transmitters. When low latency calculation 

is performed by changing the radix during operation of the radix 

2-4-8 CORDIC processors [2]. A tiny ROM with steering and 

pipeline latches consists of the Bit Level Domain cell. The cell 

can execute all the computing functions needed in the 

processor; the unique structure and simplicity of the arrays are 

demonstrated by typical VLSI manufacturing [10]. The 

production of the VLSI is possible via an FFT element [3]. DSP 

was achieved in FFT. Unfortunately, it is difficult to pipeline 

conventional FFT algorithms, while the FFT VLSI 

implementation is appropriate for UWB communication 

because data speed and low power are ensured [11]. This means 

that the digital signal processing is in the complete world. For a 

CORDIC twiddles processor, FFT is used to consume the speed 

and power of the most important parameters that influence high 

speed and low cost of transmission requirements. With 

CORDIC processors we prompt the high-speed FFT VLSI 

hardware architecture [4]. In 2005, the CORDIC algorithm was 

a processing iterative arithmetic for DSP applications. DSP 

applications may be subject to the proposed MSR CORDIC. By 

regulating the internal dynamic range, the MSR CORDIC 

algorithm enhances signal to quantization of noise (SQNR) 

[12]. SQNR performs statistical properties both first and second 

order. The CORDIC method just performs the shift sequence 

and adds operation; there are much iteration at the disadvantage 

[13]. The overhead of the scaling procedure, unavoidable in 

present CORDIC algorithms, can be eliminated. Compared to 

the newly proposed extension of the basic CORDIC algorithm, 

it can further minimize the hardware complexity [14]. The MSR 

CORDIC system was used to create variable FFT processors 

and to cut hardware in the operation of the twin factor [5]. 
 

In 2012 the performance is accomplished for the design and 

synthesis of all radiix-based multipliers. In comparison with 

radix-2 booth coding multiplier, the door-level logic 

performance is again the lowest compared to the synthesizing 

outputs of the radix-4 multiplier [16]. The multipliers of Radix-

4 and Radix-8 are the low-field performance vs the booth 

encoded multiplier of Radix-2 [6]. In the 2015 FFT pipeline the 

Radix-2k algorithm plays a part. The development of radix-2k 

FFT is part of the one-way retardation feedback (SDF) [17]. In 

digital signal processing, the DFT is an essential instrument 

[15]. In order to transmit large amounts of digital data across a 

radio wave, for digital communication multiplexing by the 

Orthogonal Frequency Division Multiplexing (OFDM) 

operates by separating the radio signal into several sub signal 

sub-signals [7]. 
 

░ 3. METHODOLOGY FOR CORDIC 

PROCESSORS   
The process of embedding data in medicinal imagery is 

dissimilar.  
 

The CORDIC processor is capable of calculating a wide variety 

of functions, including sine and cosine of angles. CORDIC's 

operation can be carried out in two modes, as well as rotation 

and vectoring. Following rotation by a specific angle, the 

components 'X' and 'Y' of the original vector's coordinates are 

determined. These values, which show the sine and cosine 

values of the with function 'Z' converging to zero, prove that 'X' 

and 'Y' are the original vector's components. 

This is the following equation for making CORDIC to radix-2 

CORDIC processor.  
 

Xi+1 = (Xi - σiYi2-i)ki                                                (1)                                                           

Yi+1 = (Yi + σiXi2-i)ki                                               (2)                                                               

Zi+1 = (Zi - σitan-1(2-i))                                              (3)                                                        

 

Where i = 0,1, 2, 3, ………………. N-1. σi = {-1,0,1} in 

redundant scheme. 
 

Scale factor: 
 

ki=𝛱0
𝑛−1 ki = 𝛱𝑖=0

𝑛−1√1 + 2−2𝑖                                 (4)   
                        

σi depends on sign of Zi computation. 
 

 
 

Figure 2: Radix-2 CORDIC Architecture 
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Equation for making CORDIC to radix-4 CORDIC processor 
 

Xi+1 = Xi + σiYi4-I                                                    (5)                                                             

Yi+1 = Yi - σiXi4-i)                                                   (6)                                                             

Zi+1 = Zi - |𝜎𝑖|𝛼𝑖                                                      (7)                                                            

 

Where the coefficient 𝜎 𝜀 { -2,-1,0,1,2} 
 

𝛼𝑖[σi]= tan-1 (σi4-i)                                                 (8) 

wi= 4iz                                                                   (9)                                                                    

wi+1 = 4(wi- 4itan-1(σi4-i))                                      (10)                                             

 

The following selection table for i=0 and i >1 is used by the 

Radix-4 CORDIC processor. 
 

The equation for Radix – 8 CORDIC processors: 

Xi+1 = Xi - σiYi8-i                                                    (11)                                           

Yi+1 = Yi + σiXi8-i                                                   (12)                                              

Zi+1 = Zi -σi (𝛼𝑖)                                                     (13)                                                  

wi  = 8i zi                                                                (14)                                             

wi+1 = 8(wi - 8itan-1 (σi8-i ))                                    (15)                                              

 

Where, di = {-3,-2,-1, 0, 1, 2, 3}       
 

░ Table 1: Radix-4 CORDIC Processor selection function 
 

Selection 

function 
For I=0 

Selection 

function 
For I>0 

 
 

+2 
5/8≤�̂�0  

 
+2 

�̂�l ≥3/2 

 
 

+1 
3/8≤�̂�0<5/8  

 

+1 
1/2≤�̂�l <3/2 

 
σ o 

 
0 

-1/2≤�̂�0<3/8 
 

σ o 

 
0 

1/2 ≤�̂�l < 1/2 

 
 

-1 
-7/8≤�̂�0<3/8  

 

-1 
3/2≤�̂�l <-1/2 

 
 

-2 
�̂� 0< -7/8  

 

-2 
�̂�l < -3/2 

 

 
Figure 3: Radix-4 Architecture of CORDIC processor 

 

░ Table 2: Function for Radix-8 CORDIC Processor 
 

Selection 

function 
For I =0 

Selection 

function 
For I =1 

 =+4 9/8<�̂�0  =+4 
 

�̂�l ≥7/2 

 
 

=+3 

 

7/8≤�̂�0≤9/8 
 

 

=+3 

 

5/2≤�̂�l   ≤ 7/2 

 
 

=+2 

 

5/8≤�̂�0≤ 7/8 
 

 

=+2 

 

3/2≤�̂�l ≤ 5/2 

 
 

=+1 

 

3/8≤�̂�0≤ 5/8 
 

 

=+1 

 

1/2≤�̂�l ≤ 3/2 

 

σ o 

 

0 

 

-1/2≤�̂�0≤ 3/8 

 

σ o 

 

0 

 

-1/2≤�̂�l ≤ 1/2 

 
 

=-1 

 

-7/8≤�̂�0≤ -1/2 
 

 

=-1 

 

-3/2≤�̂�l ≤ -1/2 

 
 

=-2 

 

-5/4≤�̂�0≤ -7/8 
 

 
=-2 

 

-5/2≤�̂�l ≤ -3/2 

 
 

=-3 

 

-13/8≤�̂�0≤ -5/4 
 

 
=-3 

 

-7/2≤�̂�l ≤ -5/2 

 
 

=-4 

 

�̂�0≤13/8 
 

 
=-4 

 

�̂�l<-7/2 

 

 
Figure 4: Radix-8 CORDIC Architecture 

 

Radix booth encoding multiplier 

 

 
 

Figure 5: Core methodology of a radix-based algorithm 
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░ 4. EXPERIMENTAL RESULTS AND 

DISCUSSION 
VHDL has carried out the proposal for the hardwired pre-

shifted CORDIC bi-rotation. There could not be optimized 

precise angles for basic CORDIC designs for the vector 

rotation, nor for standard HDCCORDIC pre-shift bi-rotation 

with barrel shifter and adder complications for fixed and known 

angular rotation. In order to reduce complications of the barrel 

and adder, the proposed CORDIC cascade bi-rotation. The 

combined SDF FFT Radix-2,4 and 8 were created with 

MODELSIM 6.3C. For the synthesis of FFT architecture, the 

Xilinx ISE 10.1i Design Tool. Figure 5 shows the results of the 

simulation. The examination of the R2SDF FFT now in use and 

the combined radix-2,4 and 8 based FFT proposed are shown in 

table 1. The current and proposed SDF FFT combined with 

radix 2.4 and 8 is illustrated in the performance of figure 6.  
 

░ Table 3: Comparison with the combined SDF FFT Radix-

2, 4 and 8 suggested 
 

Types of 

parameters 

No of 

Slices 

occupied 

No. of 

LUTs 
Delay (ns) Power (W) 

SDF-FFT 

Existing Radix-
2 

609 850 15.062 2.197 

Combined 

radix-2,4 and 8 

SDF FFT 
proposed 

251 319 9.360 1.519 

Percentage 

reduction % 
58.78 62.47 37.85 30.86 

 

R2MDC (Spin Delay Commutator) Radix-2 and R2SDF (Spin 

Delay Feedback Radix-2) are provided. R2MDC is greater than 

the R2SDF FFT structure in the delay element. Compared with 

R2SDF, hardware usage for R2MDC is negligible.  
 

 
 

Figure 6: The combined radix-2, 4, and 8 SDF ft simulation result 

 

The combined radius 2, 4, and 8 results are shown in figure 6. 

R2SDF FFT provides sequentially inputs and parallel 

intermediate operations. This architecture is hence known as 

parallel pipelines. The current Radix-2 SDF FFT approach 

provides increased use of hardware as well as computing steps. 

 
 

Figure 7: Performance assessment of SDF FFT Radix-2, 4 and 8 
 

Figure 7 illustrates the current R2SDF FFT performance 

evaluation and suggested combined SDF FFT radix-2, 4 and 

eight. The number of occupied slices is higher than power when 

suggested SDFFT- 2, 4 and 8 based radix is smaller than the 

existing Radix-2 SDF FFT (w). 
 

░ 5. CONCLUSION 
This research notes that radix-8 CORDIC is additional energy-

efficient than radix-2 and radix-4 CORDIC architectures and 

provides a high level of energy efficiency. But the use of 

hardware is higher for radix-8. Therefore, the projected FFT 

architecture with an input and output sequence in normal order 

is particularly desirable for the radix-2 FFT single-path 

processors. In Xilinx ISE 10, the algorithms Radix-8, Radix-4 

and Radix-2 are explored and simulated. These are obtained 

with circular shift operation and lowered the twelfth factor. In 

literature it was a major problem to develop low power and high 

speed CORDIC, and there was always space for further 

improved outcomes. In this thesis, which is called Low Power 

and High Speed CORDIC, a simple method is given to handle 

the problem. Compared to the present on-demand algorithm, it 

has the lowest power and area.  
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