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░ ABSTRACT- The development of Digital Signal Processors (DSPs), graphical systems, Field Programmable Gate Arrays 

(FPGAs)/ Application-Specific Integrated Circuits (ASICs), and multimedia systems all rely heavily on digital circuits. The need 

for high-precision fixed-point or floating-point multipliers suitable for Very Large-Scale Integration (VLSI) implementation in high-

speed DSP applications is developing rapidly. An integral part of any digital system is the multiplier. In digital systems as well as 

signal processing, the adder and multiplier seem to be the fundamental arithmetic units. Problems arise when using a multiplier in 

the realms of area, power, complexity, and speed. This paper details a more efficient MAC (Multiply- Accumulate) multiplier that 

has been tuned for space usage. The proposed design is more efficient, takes up less room, and has lower latency than conventional 

designs. The performance of the Additive Multiply Module (AMM) multiplier is measured against that of existing multipliers, where 

it serves as a module in the MAC reducing area and delay. 
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░ 1. INTRODUCTION   
The most crucial component of DSP is the MAC unit. The 

system's overall speed and efficiency are determined by the 

MAC unit. The MAC unit functions like a co-processor for such 

primary CPU to lighten the load. Therefore, creating a 

supercharged MAC unit is vital for microprocessors and DSP 

operations. Additionally, there is a growth in demand for 

electrical devices with high efficiencies, such as computers, 

smartphones, microcontrollers, and microprocessors. The most 

significant component of a MAC unit is the multiplier as shown 

in figure 1, which determines its efficiency. The multiplier 

consumes a significant extent of time delay, space, and power.  

 

The most crucial component in planning is multipliers. The 

Multiplier and Accumulation units that make up a MAC unit 

and is responsible for math operations and its working is as 

shown in figure 2. There are numerous multiplication 

algorithms, and you can select one based on how well it 

performs. Modified Booth multiplier, Booth multiplier, Dadda 

tree multiplier, Array multiplier, AMM multiplier, and Wallace 

tree multiplier are some examples of different multiplication 

algorithms. The AMM, Booth, and Dadda multipliers are used 

in place of the multiplier block in this MAC unit. The basic full 

adder is what the adder block consists of. To compare the three 

parameters, namely power, area, and delay, the synthesis 

findings are carried out for both 8-bit and 16-bit MAC units. 
 

 
 

Figure 1:  MAC unit basic block diagram 
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Figure 2: Working of MAC unit 

 

░ 2. LITERATURE SURVEY 
This study offers a thorough and unbiased analysis of the MAC 

Unit implementation utilizing various multipliers. Array 

multiplier and Booth multiplier are some of the several 

multipliers that have been studied in Table [1], and the data 

flow diagram of Booth multiplier is as shown in figure 3. 
 

░ Table 1: Parameter comparison table between array 

multipliers and booth multipliers 
 

Parameters Array Multiplier Booth Multiplier 

Power Utilization High Medium 

Area Highest Least 

Complexity Simple Complex 

Delay Highest Least 

Implement Easy Difficult 

 

 

 
 

Figure 3: The data flow of a 64-bit Booth multiplier 

 
 

Figure 4: 64-bit Booth multiplier simulation results 
 

The MAC unit's simulation result in Xilinx with EDA play area 

system is shown in figure 4. 
 

░ Table 2: Device Utilization  
 

 

Slice Logic Used Available Utilization 

Number of 

bonded IOBS 

259 300 86% 

Number of 

occupied Slices 

125 10250 1% 

Number of 

Slice Registers 

200 82000 1% 

Number of 

Slice LUT 

425 41000 1% 

 

Table 2 shows the device utilization of MAC Unit design using 

various multipliers. The number of used occupied slices is the 

least, the number of used slices LUT is the highest, and the 

number of bonded IOBS shown as 86%. 
 

░ Table 3: Delay and Power Results 
 

Size 32-bit 64-bit 

Power (mW) 201.2 203.2 

Delay (ns) 2.78 332 
 

The analysis of the delay report for the MAC Unit design 

utilizing various multipliers is as shown in table 3. The 64-Bit 

MAC Unit uses hardly any energy so it may be used to develop 

less power-consuming devices most effectively. It uses 203.47 

mW of electricity. The analysis of power in VLSI design is 

critical. The paper [2] displays the total power dissipation and 

cell area of various MAC units. When compared to other MAC 

units that are either created using the modified Booth or Dadda 

multipliers, the Wallace tree multiplier-based MAC expends 

less space, dissipates less power, and also causes less delay. As 

a result, a 64-bit MAC unit was created that makes use of the 

Wallace multiplier and carry-save adder. The arrangement is 

created utilizing Verilog-HDL and RTL compiler constructed 

with normal 180 nm TSMC technology libraries. Similar to 

earlier work, an 8-bit MAC is created using several adders and 

a multiplier. 
 

The size and delay values of an 8-bit MAC unit that has a variety 

of adders and multipliers implemented are shown in Table IV. 

The Dadda Multiplier, Wallace Multiplier, and Modified Booth 

Algorithm are the multipliers that were used in the comparative 

analysis. The study employed three different adders: (i) Carry 

Look Ahead adder (ii) Carry Select Adder (CSeA) and (iii) 

Carry Save Adder (CSaA). The graphs are aligned with various 

8-bit MAC unit types.  

https://www.ijeer.forexjournal.co.in/
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░  Table 4: Area and Delay Report for Different 8-Bit MAC 
  

Sl. No  MAC Name Area Report  Delay 

(ps) Cells Cell Area 

(µm2) 

1 Multiplier 

Adder 

Modified 

Booth 

Algorithm 
Carry Look 

Ahead 

(MCLMAC) 

221 7677 4995 

2 Multiplier 

Adder 

Dadda 

Multiplier 

Carry Look 
Ahead 

(DCLMA) 

202 7904 4213 

3 Multiplier 

Adder 

Wallace 

Multiplier 
Carry Look 

Ahead 

(WCLMAC) 

90 4398 3064 

4 Multiplier 

Adder 

Modified 

Booth 

Algorithm 
Carry Select 

(MCEMAC) 

202 7418 4556 

5 Multiplier 

Adder 

Dadda 

Multiplier 
Carry Select 

(DCEMAC) 

183 7637 4125 

6 Multiplier 
Adder 

Wallace 
Multiplier 

Carry Select 

(WCEMAC) 

108 5013 1890 

7 Multiplier 
Adder 

Modified 
Booth 

Algorithm 
Carry Save 

(MCSMAC) 

185 6819 4545 

8 Multiplier 

Adder 

Dadda 

Multiplier 
Carry Save 

(DCSMAC) 

166 7099 3890 

9 Multiplier 
Adder 

Wallace 
Multiplier 

Carry Save 

(WCSMAC) 

61 2947 1026 

 

When two 128-bit numbers, x, and y, are assumed, the result 

generates partial products and carries C and S, respectively. 

Two ripples carry adders are utilized when adding two numbers 

with a half adder. The ripple carry adder (RCA) will take as 

much time as n full adders since it has to wait for the sum bit 

before it can generate the previous carry bit. Nonetheless, the 

CSaA generates all of the output values simultaneously, using 

less time overall than ripple-carry adders to complete the 

computation. As a result, the last stage uses Parallel-In Parallel-

Out (PIPO) as an accumulator. 
 

░ Table 5: Power Report for Various 8-bit MAC Unit 
Sl. No MAC Name Power Report 

  Total 

Power 

(nW) 

Leakage 

Power 

(nW) 

Dynamic 

Power (nW) 

1 MCLMAC 1813161 252 1812909 

2 DCLMAC 1849307 270 1849037 

3 WCLMAC 903852 132 903720 

4 MCEMAC 1713749 242 1713506 

5 DCEMAC 1721371 260 1721111 

6 WCEMAC 657797 156 657640 

7 MCSMAC 1518013 218 1517795 

8 DCSMAC 1508825 237 1508588 

9 WCSMAC 435478 79 435399 

 

░ 3. METHODOLOGY  
 

3.1 AMM Multiplier  
In this proposed paper, the implementation of an 8-bit with a 

16-bit of MAC unit with various multipliers such as AMM, 

Booth Multiplier, and Dadda Multiplier was done. The Additive 

Multiple Modules get additional inputs by append them for the 

input operands product. A 4x2 AMM performs the arithmetic 

operation which is p = ax+y+z. In this case, (a) and (b) each 

represent the 4-bit multiplicand as well as a 2-bit multiplier. As 

4+2=6, the product p consists of 6 bits. Four bits make up z. 

 

 
 

Figure 5: Block diagram of 8-bit AMM Multiplier 
 

 
 

Figure 6: 8x8 AMM Multiplier built using 4x2 AMM Multiplier 
 

Figure 5 shows a basic block diagram of a 4x2 AMM multiplier 

and figure 6. Shows an 8-bit AMM multiplier built using two 

4x2 AMM multipliers. Figure 7 indicates the product 

generation for given inputs using the dot method used in an 

AMM multiplier. 
 

 
 

Figure 7: Dot Notations of AMM Multiplication  

https://www.ijeer.forexjournal.co.in/


  International Journal of 
                  Electrical and Electronics Research (IJEER) 

Open Access | Rapid and quality publishing                                    Research Article | Volume 10, Issue 4 | Pages 1099-1106 | e-ISSN: 2347-470X 

 

1102 Website: www.ijeer.forexjournal.co.in                              Optimization of Power and Area Using VLSI 

3.2 DADDA Multiplier 
It builds up the total of partial products using various full and 

half adders. While conceptually identical to a Wallace tree 

multiplier, this version benefits from fewer gates and 

marginally improved performance due to a revised reduction 

tree. Figure 8 shows the various stages that go on in a Dadda 

multiplier to get the desired output. 
 

Dadda Multiplier uses the following steps to generate output: 

● Multiply every bit of a1, by every single bit of a2, resulting 

in Voltage1 (V1) results. 

● When using full and half adders, reduce the amount of 

the partial products as in every stage until there are nearly 

no bits remaining for each weight. 

● The addition of the final result is done using a traditional 

adder. 

 
 

Figure 8: Dot notation of 8x8 Dadda Multiplier 
 

3.3 Booth Multiplier 
The general block diagram of Booth multiplier is as shown in 

Figure 9. Two signed binary numbers are multiplied using the 

two's complement notation via Booth's multiplication algorithm 

as shown in Figure 10. Although the multiplicand and product 

representations are often both in two's complement 

representation, any integer that supports subtraction and 

addition will work as well, it is not necessary to choose one. 

There are numerous modifications and improvements on certain 

specifics. The functionality is frequently explained as 

transforming strings of 1’s into high-order +1’s and low-order 

1’s at the endpoints of the string in the multiplier. The net 

impact is regarded as a negative of the proper value when a 

string passes through the MSB because there is no high-

order+1.  

 
 

Figure 9: Block diagram of Booth Multiplier 

 

 
 

Figure 10: Booth Multiplication Algorithm 
 

3.4 Full Adder with XOR   
The adder known as a "full adder" adds three inputs and 

generates two outputs. A and B make up the first two inputs and 

Cin is the third input. The normal output is denoted as S, which 

is the sum, while the output carry is designated as Cout as shown 

in figure 11. Eight bits can be used to form a single-byte adder 

using full adder logic, and the carry bit can be cascaded from 

one adder to the next. A full adder is employed since a 1-bit 

half-adder cannot use a carry-in bit when one is available, 

therefore another 1-bit adder must be used. Three operands are 

added via a 1-bit complete adder, which produces 2-bit results. 
 

 
 

Figure 11: Full Adder with XOR 
 

3.5 Accumulator Unit 
The accumulator, which is a register, is where the products' total 

is kept. It is commonly employed in MAC units and ALUs 

(Arithmetic Logic Units). It may be unnecessary to perform 

additional summing operations by saving values in the 

accumulator. The delay time of the accumulator should be swift 

enough to keep up with fast adders. An accumulator is often 

used as a register to hold interim logical or numerical data in 

multistep calculations. The block diagram of a register unit that 

serves as an accumulator is shown in Figure 12. It acts as a 

temporary repository for these calculations.  
 

 
 

Figure 12: Accumulator Unit  

https://www.ijeer.forexjournal.co.in/
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It acts as a short-term repository for these calculations. The 

value is gradually overwritten to hold the interim results each 

time one of these actions is carried out. For example, in an 

operation that requires adding many numbers, the accumulator 

would initially store the result of adding the first two integers. 

After the subsequent number is added, the net result then 

replaces the previous result in the accumulator. This procedure 

is repeated until the total amount is available and all the 

numbers have been added. This total is calculated and written 

to the main memory or another register afterward. 
 

░ 4. RESULTS AND DISCUSSION 
 

4.1 MAC Unit with AMM Amplifier  
 

 
 

Figure 13: Simulation results of 8-bit MAC unit using AMM 

Multiplier 
 

The following are the synthesis reports generated for an 8-bit 

MAC unit that has an AMM Multiplier implemented in it. The 

results of a simulation of 8-bit MAC unit with an AMM 

multiplier are shown in figure 13. The MAC unit's power, delay, 

and area results are depicted in figures 14, 15, and 16.   
 

 
 

Figure 14: Delay synthesis for 8-bit MAC unit with AMM 

 

 
 

Figure 15: Area synthesis for 8-bit MAC unit with AMM 

 
 

Figure 16: Power synthesis for 8-bit MAC unit with AMM 

 

In order to make a thorough comparison, the AMM synthesis 

results are provided for the 16-bit MAC unit. The delay, power, 

and area report for the 16-bit MAC unit of AMM multiplier 

is shown in figures 17, 18, and 19. 
 

 
 

Figure 17: Delay synthesis for 16-bit MAC unit with AMM 

 

 
 

Figure 18: Area synthesis for 16-bit MAC unit with AMM 

 

 
 

Figure 19: Power synthesis for 16-bit MAC unit with AMM 

https://www.ijeer.forexjournal.co.in/
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4.2 MAC Unit with Booth Amplifier 
 

 
 

Figure 20: Simulation results of MAC unit using Booth Multiplier 
 

 
 

Figure 21: 8-Bit MAC Unit Power Synthesis using a Booth 

Multiplier 
 

 
 

Figure 22: 8-Bit MAC Unit Delay Synthesis using a Booth 

Multiplier 
 

 
 

Figure 23: Area synthesis for 8-Bit MAC unit with Booth Multiplier 

 
 

Figure 24: Area synthesis for 16-Bit MAC unit with Booth 

Multiplier 
 

 
 

Figure 25: 16-Bit MAC Unit Delay Synthesis using a Booth 

Multiplier 
 

The results for MAC unit using Booth multiplier are shown 

above. The simulation findings of MAC unit with the Booth 

multiplier are displayed in Figure 20. Figures 21, 22, and 23 

depict the results of the synthesis of an 8-bit MAC unit using 

the Booth multiplier, while Figures 24, 25, and 26 depict the 

outcomes of the synthesis of the 16-bit MAC unit with the 

Booth multiplier. 
 

 
 

Figure 26: Area synthesis for 8-Bit MAC unit with Booth Multiplier 
 

4.3 MAC Unit with Dadda Amplifier  
 

 
 

Figure 27: Simulation results for MAC unit using Dadda Multiplier 
 

 
 

Figure 28: Power synthesis for 8-bit MAC unit with Dadda 

Multiplier 

https://www.ijeer.forexjournal.co.in/
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Figure 29: Area synthesis for 8-bit MAC unit with Dadda multiplier 
 

 
 

Figure 30: Delay synthesis for 8-bit MAC unit with Dadda multiplier 
 

 
 

Figure 31: Area synthesis for 16-bit MAC unit with Dadda multiplier 
 

 
 

Figure 32: Delay synthesis for 16-bit MAC unit with Dadda 

multiplier 
 

The above shown are the results for the MAC unit using the 

Dadda multiplier. Figure 27 represents the simulation results of 

the MAC unit using a booth multiplier. Figure 28, 29 and 30 

show the synthesis report of an 8-bit MAC unit with a Dadda 

multiplier and figure 31,32 and 33 show the synthesis results of 

the16-bit MAC unit with the Dadda multiplier. 
 

░ Table 6: Comparison table for 8-bit MAC Unit 
 

 

MAC Unit Power 

(nW) 

Area 

(µm^2) 

Delay 

(nS) 

MAC unit with 

AMM 

542617 6742.6 9423 

MAC unit with 

Booth Multiplier 

534880 6975.46 15014 

MAC unit with 
Dadda Multiplier 

583430.3 7098.5 14137 

 

Table 6 shows the synthesis results for the MAC Unit with 8-

Bit has been summarized and it is seen that the MAC unit with 

8-bit AMM Multiplier has a better design based on Area and 

Time Delay. 
 

░ Table 7: Comparison table for 16-bit MAC Unit 
 

MAC Unit Power(nW) Area (µm^2) Delay(nS) 

MAC unit with 
AMM 

543319 6579 8500 

MAC unit with 

Booth 

Multiplier 

3051855.184 22622.84 38531 

MAC unit with 

Dadda 

Multiplier 

2857468.8 23018.688 35995 

The 16-Bit MAC Unit synthesis findings are reported in Table 

7, and it is clear that the 16-Bit MAC unit of AMM Multiplier 

provides a better design in terms of time delay and area. 
 

 
 

Figure 33: Power synthesis for 16-bit MAC unit with Dadda 

multiplier 
 

From the results obtained, the conclusions are made that a MAC 

unit with an AMM multiplier gives a faster execution speed it 

can also be noticed that with an increase in the number of bits 

the area and delay significantly reduce that giving us a high-

speed MAC unit. 
 

░ 5. CONCLUSION 
The proposed work designs a modified MAC unit using the 

AMM multiplier and compares it with the Dadda and Booth 

multiplier for 8-bit and 16-bit and found that the MAC with 

AMM multiplier is better in terms of area, for 8-bit and is 

reduced by 3.4% compared to the Booth multiplier, and 5.2% 

with respect to Dadda multiplier. The delay is reduced by 37.2% 

in Booth multiplier and 33.3% in Dadda multiplier respectively. 

Similarly, for a 16-bit MAC multiplier, the area is reduced by 

71% in comparison to the Booth multiplier and 71% for the 

Dadda multiplier. The delay is reduced by 77.9% and 76.3% 

respectively. These findings demonstrate that when bit count 

increases, delay and area decrease with AMM compared to 

conventional multipliers, making bit count ideal for high-speed 

DSP applications. 
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