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░ ABSTRACT- Brain Tumor (BT) categorization is an indispensable task for evaluating Tumors and making an appropriate 

treatment. Magnetic Resonance Imaging (MRI) modality is commonly used for such an errand due to its unparalleled nature of the 

imaging and the actuality that it doesn't rely upon ionizing radiations. The pertinence of Deep Learning (DL) in the space of imaging 

has cleared the way for exceptional advancements in identifying and classifying complex medical conditions, similar to a BT. Here 

in the presented paper, the classification of BT through DL techniques is put forward for the characterizing BTs using open dataset 

which categorize them into benign and malignant. The proposed framework achieves a striking precision of 96.65%. The proposed 

framework can be employed to assist physicians and radiologists in validating their initial screening for brain tumor classification. 
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░ 1. INTRODUCTION   
Tumor of brain may be portrayed as anomalous as well as 

uncontrolled growth of cells in the neural structure. Any 

alarming growth in the brain might affect the human ability; 

additionally, it may grow into other parts of the body [1]. As per 

WHO BT signifies below 2% of human cancer [2]. The size of 

tumor its category along with its position in brain is pivotal in 

deciding the treatment. Generally, brain surgery is considered 

as a routine method of handling BT [3]. The most oftentimes 

happening BTs falls into Glioma categories that consolidate 

roughly 30% of all Tumors in brain and around 80% of all 

damaging BTs [4]. In the midst of different clinical 

developments, MRI produces information about the locale and 

tumor size. Its function is based on proton activity confined in 

the magnetic field by varying frequency of radio waves and 

retrieve their normal state [5] To unequivocally isolate fragile 

tissues with high exactness MR modality is quite proficient and 

is progressively receptive to alteration in strength of tissues. The 

MR modality classify images into T1-weighted (T1-w) which 

are employed for non-intrusive brain studies as they depict 

elevated contrast. While, T2-weighted (T2-w) MR images are 

acceptable for observing the image periphery [6]. The vital 

pitfall of these images is that BT, Grey Matter (GM) as well as 

cerebrospinal fluid (CSF) are tied together. Medically, the use 

of such MR modalities is pivotal in pinpointing tumors 

nevertheless it may pose some difficulties in sorting out 

tumorous zones [7]. Consequently, for evaluating the periphery 

of tumorous tissues counter to a non-tumorous one, use of T1 

and T2 weighted contrast modes are important. Tumors of brain 

are at times mystified for the reason that they continue to be 

unaltered even with the improvement in their contrast. 

Successively, the FLAIR images are employed alongside T2-w 

for showing the non-enhanced BTs [8].  The various MR image 

types are presented in figure 1.  
 

   
                   (a)                              (b)                              (c) 

Figure 1: MRI images (a) to (c) - T1, T2, and FLAIR 
 

DL is a kind of Artificial Intelligence method that copies the 

working of a human mind for processing information as well as 

producing model valuable in settling on appropriate decisions. 

Deep Learning utilize different layers of non-linear type that are 

efficient for extrication of image features. The result of each 

organized layer is the commitment of the accompanying one, 

and that helps in deliberating data as we jump inside the 

framework [9]. Convolutional Neural Network (CNN) belongs 

to the family of DL and the essential interesting point in CNNs 

are its capability to grasp features and to provide precise 

exactness instead of customary AI methods by augmenting the 

training samples and thus prompts to a much robust and exact 

system [10]. The essential commitment of this proposed work 

is to present a powerful and robust DL framework utilizing 

Transfer Learning (TL) strategies for identifying and 

categorizing BTs by extricating crucial features on a universal 

image set and then, to explore DL techniques like GoogleNet, 

ResNet50, and ResNet101 using BT images and apply TL 

approach on the standard image set to advance a comprehensive 

performance assessment of features critical for fine tuning of 
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pretrained frameworks. Conclusively to evaluate the correlation 

among these deep learning networks utilizing different 

parameters critical for detection of BTs. Rest of this paper is 

planned as; section 2 presents the various state of the art, 

succeeding section 3 describes the methods employed. Section 

4 is given to the results and its discussion which id than tracked 

by section 5 which concludes the paper. 
 

░ 2. STATE OF ART 
Deep Convolutional Neural Network was first utilized when a 

DL network 'LeNet'' was used for detection of documents in the 

year1998. Years after, a significant rise is seen while a Deep 

Learning network was used to distinguish images by utilizing a 

pretrained network called AlexNet [11]. It exhibited striking 

results when contrasted against other frameworks of that time. 

Afterward, its success incited consecutive victories of CNNs in 

the field of DL. In CNNs, the features are extricated by filters 

and as we plunge in depth, considerably additional complicated 

features are extracted. Feature extrication happens by 

convolving filters of small size with the input configurations for 

finding most idiosyncratic features for network classification. 

In [12] SVM and k-Nearest Neighbour techniques is set forward 

to distinguish glioma. They accomplished an exactness of 85% 

for manifold classification and 88% precision is acquired for 

binary detection. 
 

In [13] author tried to distinguish 80 images of BT which 

include both anomalous and normal using technique of Discrete 

Wavelet Transform (DWT) for extrication of features, for 

reduction of features PCA is employed, and subsequently 

Artificial Neural Network (ANN) and k-NN is utilized with an 

exactness of 97% and 98% separately. In [14] a method is 

introduced for the upgradation BT detection utilizing image 

dilation and subsequently separating them into sub-areas. 

Author used three different techniques for extrication of 

features; Bag of Words (BOW), intensity histogram as well as 

Gray Level Co-occurrence Matrix (GLCM) and achieved the 

best accuracy of 91.28%. In [15] Convolutional Neural 

Networks is used to recognize high and low grades of glioma 

and gained precision of 71 and 96 percent respectively. In [16] 

author, for training, used transverse images of BT and used 

CNN for the purpose of detection thus achieved the most 

extreme precision of 91.43%. Author in [17] presented a 

capsule network called CapsNet that summarizes brain MR 

images with the coarse tumor margins to describe the type of 

BTs and acquired an accuracy of 90.89%. 

Author in [18] presented a framework to distinguish MR images 

of BT utilizing Genetic Algorithms and Convolutional NN. 

They accomplished an exactness of 90.9% and 94.2% in 

recognizing glioma and its evaluations individually. In [19] 

author proposed a Wavelet-based Auto Encoder using ANN 

that stalls the image into low resolution images for 

categorization. For reducing the computational complexity 

these images are than passed on as an input to CNN without 

influencing the accuracy. A technique was put forward in [20] 

in which the weighted fuzzy framework was used to isolate BTs 

images and kernel matrix was used to augment the process of 

segmentation. In [21] a fruitful framework based on NN for BT 

detection was proposed which focused on the brain tissue 

division and gave ideal precision.  
 

In [28], authors proposed the Densenet201 Pre-Trained Deep 

Learning Model is fine-tuned and later trained using a deep 

transfer of imbalanced data learning. The features of the trained 

model are extracted from the average pool layer, which 

represents the very deep information of each type of tumor. In 

[29], three different CNN models are proposed for three 

different classification tasks. Brain tumor detection is achieved 

with 99.33% accuracy using the first CNN model. The second 

CNN model can classify the brain tumor into five brain tumor 

types as normal, glioma, meningioma, pituitary and metastatic 

with an accuracy of 92.66%. The third CNN model can classify 

the brain tumors into three grades as Grade II, Grade III and 

Grade IV with an accuracy of 98.14%. All the important hyper-

parameters of CNN models are automatically designated using 

the grid search optimization algorithm. 

 

░ 3. PROPOSED METHODOLOGY  
We are here investigating three extraordinary Deep Learning 

systems like GoogLeNet, ResNet50, and ResNet101 using BT 

images and applying Transfer Learning (TL) strategies on the 

given image set. These PTNs are used to do TL to extract 

features that are outwardly recognizable and pivotal. And at 

last, the feature characterization is completed using the softmax 

layer. The proposed strategy of this work is introduced in figure 

2. It starts by collecting MR image set of brain which is 

organized into malignant and benign slices. The proposed 

methodology contains supplementary stages which includes 

pre-processing, augmentation, and data division followed by TL 

based extrication of features and ultimately the classification of 

tumor types. 

 
 

 
 

Figure 2: The proposed Deep Learning system structure 
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3.1 Imageset  
MR image set of brain for the purpose of assessment of the 

presented work is obtained from TCIA, a public repository [22]. 

This image set comprises of an assorted image sets of 20 

patients with freshly spotted glioblastoma. We here choose to 

use T1-w image sets as shown below in figure 3. This image set 

consist of 696 images of MR type, out of these 472 are 

malignant and 224 are benign. The dimensions of each image 

are set to 225x225 in JPG/JPEG format.  
 

3.2 Preprocessing 
Sooner than passing the imageset into the projected 

arrangement, they are preprocessed. These images are 

essentially downsized to 225x225x1 pixels to decrease 

dimensionality computations and backing the framework to 

show accurate results in substantially short time. By then, 

jumbling of the dataset is done prior to image separation so that 

the system works on the dataset which is unarranged. Thereafter 

imageset is parted into three sections: testing, training and 

validation with 15% for testing and validation separately while 

70% is kept for training. Finally, augmentation of image is done 

with mirroring and flipping to make sufficiently large amount 

of imageset for the system to be trained upon so as to avoid 

overfitting and enhance its sturdiness [23]. Alongside 

augmenting the image, a little salt and pepper noise is also 

included for a grayscale distortion of the imageset. In figure 3 

below the preprocessed image is shown with flipped, mirrored, 

and pepper and salt noise image. 
 

    
                            (a)                      (b)               (c)                         

Figure 3: (a) Image flipping (b) Image Mirroring (c) Pepper and Salt 

Noise 
 

3.3 Feature Extraction by Transfer Learning 

Using Pretrained Networks 
Adjusting a PTN with TL is typically much speedier and less 

complex than beginning from scratch. Using pre-trained deep 

learning frameworks aids the systems to learn new tasks 

quickly. Different researchers and experts believe that TL as a 

viable instrument that can accelerate our advancement in the 

direction of AI [24]. Ordinary learning is disengaging and takes 

place on a specific task and for training of independent models 

over them. Not a bit of the information is retained that may be 

used from one in hand task to the other. While in TL, one may 

utilize data from the previously trained model and can take care 

of things like having little data for the newer assignment. Deep 

Learning systems learn different features at different steps. 

These steps are then eventually connected to the final fully 

connected layer to produce the desired results. These layered 

arrangements allow us to utilize a PTN like GoogLeNet, 

ResNet, and so on, devoid of its final layer as an extractor of 

features for various tasks [25]. 
 

3.4 Optimization Techniques 
Most of the deep learning techniques use optimization methods 

for either minimizing or maximizing the function 𝑓(𝑥)  by 

changing 𝑥. Such functions are called as an objective function. 

Nevertheless, when the minimization of function is done it is 

termed as the error function or the cost function. For the 

optimization of the function 𝐽(𝜃) , called as the objective 

function, gradient descent is used, which is classified by a 

model’s restriction 𝜃 ∈ ℝ𝑑  by amending it in the opposite 

direction to the function ∇𝜃𝐽(𝜃) with respect to the parameters. 

The size of the step used to attain the (local) minimum is the 

rate of learning and is denoted by 'η'. For quickening the slope 

in a suitable direction and for reducing its oscillations, SGDM 

is used in which ‘γ’ of the past stage is added to the current 

vector. 
 

𝑣𝑡 = 𝛾𝑣𝑡−1 + 𝜂∇𝜃𝐽(𝜃)                     (1)                                                                                                                 

𝜃 = 𝜃 − 𝑣𝑡  

 

░ 4. RESULTS AND DISCUSSION 
The Transfer Learning algorithms are evaluated in the presented 

paper for distinguishing BTs into malignant and benign types. 

The training of this presented framework is done through 

distinctive DL networks like ResNet101, ResNet50 and 

GoogLeNet to get to the finest precision. The identification of 

image is completed by utilizing softmax layers of the PTNs by 

features finetuning. In this work the features which are visually 

recognizable are tuned in accordance to the objective imageset 

and categorization of BTs is completed using the softmax layer 

by instating the neurons quantity to the two classes. Such 

modified parameters are not trained by itself, and thusly it is 

essential to set the parameters which are optimized in 

accordance to the result of trained MRI imagesets for enhanced 

performance. This proposed system is trained repeatedly for all 

the mentioned PTNs utilizing SGDM to achieve the most ideal 

precision. Training progress and loss of the proposed three 

PTNs are presented in figure 4. 
 

4.1 Confusion Chart 
This matrix is a diagram that is often used to portray how the 

given network is working as classifier on the imageset used for 

testing for which the results are known. Performance 

consolidation of the network for categorization of BTs is shown 

in figure 5. The articulation for Sensitivity, Specificity, 

Exactness and Accuracy etc. is presented in table1 while table 

2 enlist the parameter values for GoogLeNet. In table 3 the 

results of network training for various PTNs used in this study 

along with the time to train utilizing the SGDM optimizer is 

presented. The results tabulated shows that the PTN GoogLeNet 

presents the utmost exactness of 96.65% when contrasted with 

the remainder of the PTNs used. 

 

https://www.ijeer.forexjournal.co.in/
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(a) Fine-tuned GoogLeNet 

 

 
(b) Fine-tuned ResNet50 

 

 
(c) Fine-tuned ResNet101 

Figure 4: Results of training and loss for various PTNs using SGDM 
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░ Table 1: Parameters for classification of Image 
Parameters Expressions 

Specificity 
𝑇𝑁

 𝑇𝑁 + 𝐹𝑃
 

Accuracy 

 

𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

Sensitivity 

 

𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

Precision 

 

 

𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

MCC 

 

                  
𝑇𝑃. 𝑇𝑁 − 𝐹𝑃. 𝐹𝑁

√(𝑇𝑃 + 𝐹𝑃)(𝑇𝑃 + 𝐹𝑁)(𝑇𝑁 + 𝐹𝑃)(𝑇𝑁 + 𝐹𝑁)
 

Error Rate 

 

𝐹𝑃 + 𝐹𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

F1 Score 

 

2 ∗ (𝑃𝑟𝑒𝑐𝑒𝑠𝑖𝑜𝑛 ∗ 𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦)

(𝑃𝑟𝑒𝑐𝑒𝑠𝑖𝑜𝑛 + 𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦)
 

 

 
 

Figure 5: Confusion Matrix for GoogLeNet 
 

░ Table 2: Parameters of Confusion Matrix for GoogLeNet 

Model 

Parameter 
Proposed System 

Tumor Types Benign Malignant 

TP 67 135 

TN 135 67 

FP 7 0 

FN 0 7 

Error rate 0.03349 0.03349 

F1-score 0.92722 1 

MCC 0.92777 0.92777 

Specificity 0.95070 1 

Sensitivity 1 0.95070 

Accuracy  0.96650 0.96650 

precision 0.90540 1 

Overall 

Accuracy 
96.65% 

 

 

░ Table 3: Training results of pre-trained DL network 

Algorithms Optimizer Accuracy  Benign Acc Malignant Acc Training Time 

  ResNet 101 

SGDM 

94.74% 96.70% 94.00% 52m 40s 

ResNet 50 90.91% 96.20% 89.20% 57m 10s 

GoogleNet 96.65% 90.50% 100% 95m 31s 

 

4.2 Fine-tuning of Network and Optimization of 

Hyper Parameters 
Here, different settings embroiled in planning the finest 

framework are presented. Table 4 presents distinct parameters 

attempted prior to showing up at the calibrated framework that 

gives the most excellent result. 
 

░ Table 4: Finetuning of parameters for obtaining the 

utmost accuracy 

Factors Values 

Conv.+ RLU Layer 1,3,4 

Dropout 1,2,3 

Max Iterations 80,150,288 

Pooling Layer Types Max. & Avg. Pooling 

Optimizer Employed SGDM 

PTNs tested 
ResNet50, ResNet101, 

GoogLeNet 

Mini Batch  4,8,10,12,16 

Learning level 0.01, 0.001, 0.0001 

drop factor 0.1, 0.2, 0.3,0.5 

Max. Epoch 5,6,7,8 

 

4.3 Evaluation against the state-of-the-Art  
In this research work, a network architecture is proposed for 

choosing the PTN for applying TL to categorize BTs into 

malignant and benign types. 225x225 image size is used here in 

JPG/JPEG format. MATLAB 2018a platform is employed for 

the execution of the proposed work and GoogLeNet gave the 

utmost exactness of 96.65% among z5 different associated State 

of the Art (SoA) is given and figure 6 gives the portrayal of SoA 

in graphical form. 

https://www.ijeer.forexjournal.co.in/
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░ Table 5: State of the Art  

Authors Techniques Used Accuracy 

J. Cheng et al. [14] SVM and KNN 91.28% 

J. S. Paul et al. [16] CNN 91.43% 

Anaraki et al. [18] GA-CNN 94.20% 

Bahadure et al. [7] BWT+SVM 95.00% 

Sultan et al. [26] CNN 96.13% 

A. Kumar et al. [27] GWO+M-SVM 95.23% 

M. Imran Sharif [28] InceptionV3 95.20% 

Emrah Irmak[29] ResNet-50 
 92.79% 

 

Proposed System PT-CNN (GoogLeNet) 
96.65% 

 

 

 
Figure 6: Evaluation against the State of the Art 

 

In the proposed system, efficient automatic brain tumor 

detection is performed by using convolution neural network. 

Simulation is performed by using python language. The 

accuracy is calculated and compared with all other state of arts 

methods. The training accuracy, validation accuracy and 

validation loss are calculated to find the efficiency of proposed 

brain tumor classification scheme.  
 

░ 5. CONCLUSION 
This research explores different PTNs for enhancing 

classification of the image MRI for BTs utilizing TL approach. 

Considering the execution results of the proposed system, it is 

apparent that TL using GoogLeNet gives the most extreme 

exactness of 96.65% among other PTNs utilized. Despite the 

fact that the imageset isn't sufficiently huge, augmented images 

used has done genuinely well to give exceptional results. Work 

on bigger imageset may be done in future to additionally 

enhance the precision and attempting to limit the training time 

by utilizing sophisticated processors. 
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