
                                                   International Journal of 
                                                                    Electrical and Electronics Research (IJEER) 
Open Access | Rapid and quality publishing                                         Research Article | Volume 11, Issue 1 | Pages 222-227 | e-ISSN: 2347-470X 
 

 222 Website: www.ijeer.forexjournal.co.in              Communication Latency and Power Consumption Consequence 

Multi-Core Architectures and Improvement Methods 

 

░ ABSTRACT- The present electronics world has a lot of dependency on processing devices in the current and future 

developments. Even non-electronic industries have much data to process and are indirectly dependent on processors. The larger 

the number of processors incorporated into the architecture, will lower the data handling and processing time; thus, efficiency 

improves. Hence multi-core processors have become a regular part of the design of processing elements in the electronic industry. 

The large number of processors incorporated into the system architecture results in difficulty in communicating among them 

without a deadlock or live lock. NoC is a promising solution for communicating among the on-chip processors, provided it is fast 

enough and consumes less energy. Further, the latency among the multi-core processors should be optimal to stand with the 

increasing data acquisition and processing in the new/developing operating systems and software. This paper addresses energy 

efficiency and latency reduction methods/techniques for Multi-core architectures. 
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░ 1. INTRODUCTION 
The advancement in chip integration technologies has set high 

upper limits on the number of cores attached to a single 

processing chip [1]. Further, the user eagerness to have fast 

processing outputs is an urge in some domestic or security 

devices; integrating many cores into a single chip is common 

in present processor design and chip manufacturing. Provided 

there are certain obstacles to this process, which are 1) 

communication latency between the cores, 2) the overall 

power consumption that the connecting devices (Network on 

Chips) [2] will consume, and the performance is dependent on 

these [3].  
 

Figure 1 shows the basic Multi-core architecture of a SoC 

with expanded tile up to connecting router level. Many 

modern processing chips consist of on-chip integrated 

elements like processing core, memory, cache, media 

processing elements, signal processing elements and more. 

The NoC is the best connecting technology among all of them 

on-chip. As stated earlier, the significant factors that affect the 

performance of NoC, which affects the total system 

(SoC/CMP) performance, are latency and power consumption.  
 

In general, for a NoC router, there are several stages of 

pipelining [5, 21]. 

(i) Routing calculations: computes the packet traversal from 

the source to the destination. 

(ii) Allocation of Virtual channel: assigns a buffer to the 

virtual channel to the early possible router connecting the 

destination. Arbitration is done when many requests 

appear for the same virtual channel from different header 

flits. 

(iii) Allocation of switch: after successful virtual channel 

allocation, the next stage is to allocate the switch to the 

destination port. 

(iv) Switch traversal: after switch allocation, the flit will 

travel to its destination port via the crossbar. 
 

All the stages are crucial as they define the performance of the 

NoC router [4]. Even one stage delay can have a significant 

remark on the whole system. Hence careful design procedures 

should be followed to adequately control the latency [6, 22] 

and power consumption in the overall system. 
 

 
Figure 1: Expanded view of SoC with 5×4 Mesh Architecture 
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The equation for the latency (L) of a networking packet is 

defined [7] as in equation (1).  

L = K.tr + K.tw + Dc + P/b                             (1) 

K is the hop count, delay in the pipeline of the router is tr, 

between router delay is tw, Dc is the router contention delay, 

and P/b is the router’s stabilization delay.  

It is further assumed that a packet that consists of L flits. If L 

flits are to through H hops are considered in a packet, no-load 

communication latency, T, is computed on a wormhole 

Network on chip as in the equation (2). 

  T = Tlt ×(H +1)+Trouter ×H +L                      (2) 

Whereas the latency of the router is Trouter and the latency of 

the link transfer is Tlt. The general approach to minimize the 

latency is to reduce the Trouter, and H. H depends on the 

network topology diameter and shortest path length average. 

And both hop count dependent. It is required to do 

sophisticated research on the router architecture to minimize 

the Trouter value.  
 

In multi-core architectures, the higher the shared memory 

usage is, the higher its power consumption level. High power 

consumption of chips can cause unstable thermal properties of 

the system and can cause performance degradation. In general, 

multiple threads running on different cores don’t require the 

same power all the time. The following are a few suggestible 

techniques for the architecture parameter developer to achieve 

multi-core power management. 
 

(i) DVSF (ii) Asymmetric cores (iii) Variable sized cores (iv) 

Thread motion (v) Speculation control and (vi) 

Reconfigurable architectures.  
 

Section 2 surveys the literature on latency and power 

consumption in multi-core architectures. Section 3 discusses 

the suggested remedies to achieve low latency and low power 

consumption; Section 4 discusses the results of the proposed 

models. Finally, Section 5 gives a conclusion with future 

scope.  

░ 2. LITERATURE SURVEY  
The following are a few existing methods t reduce the 

latency and power consumption on multi-core architectures.  

2.1 Communication Latency 
Mullins et al. [8] discussed a technique of pre-computing 

arbitration that aims to reduce the delay of critical paths of 

separable input-first Virtual Channel (VC) allocator. This 

method discarded the SA stage from the critical path; this way, 

it is not good enough to handle traffic of non-congested 

routing, resulting in an ambiguity among the new flits stuck in 

the unutilized time of the crossbar [24].   

   

Kumar et al. [9] proposed express virtual channels (EVCs). 

This method skips many routers on the paths that lead to long 

destinations because of the addition of EVCs, claiming the 

overall latency reduction. But this method should compromise 

the large silicon consumption and is further unsuitable for near 

destinations.  
 

A DPBFP (Dynamic-Priority-Based-Fast-Path) NoC router 

[10] bypasses SA level through an arbitration request for 

frequently used paths with flit priority. Arbitration-request will 

be a one-clock ahead of the next router. But, this method wants 

more hardware frequency analyzer of the path, etc.  
 

To minimize the routing computations, a look_ahead routing 

method was introduced [11]. The header flit is attached to the 

output port by pre-computing one router in advance. The router 

of NoC conveys to the output port the future flit information at 

the time of arrival of the header flit in parallel with the 

computation of the subsequent routing. This method requires 

more area and hence, consumes power. Vinoda reddy et al. 

[23] proposed QoS-based clustering for efficient routing to 

minimize the communication latency, but this method is 

suitable to single-cluster communication only.  
 

The above-stated literature shows an excellent scope to 

investigate new methods in this area. Mullins’s approach 

suffers when network congestion occurs, and Kumar’s 

technique uses a large die area, causing more power 

consumption. DPBFP is more complex in hardware. 

2.2 Chip Power Consumption 
Weiser et al. [12,13,14] first implemented DVFS on 

microprocessor power management. In DVFS governing 

equation of power consumption is as follows.  
 

P = CV2F, where F is the frequency, C is the switching 

capacitance, and V is the supply voltage. Thus, V and F 

variable parameters can control the total power consumption. 

This method works fine in the case of variable energy per 

instruction ratio. Leading developers like Intel; AMD has used 

it in their ‘SpeedStep’ and ‘PowerNow’, respectively. A Set of 

predefined V and F values are defined to achieve desired 

power levels, which are suitable for many cores and larger 

parallel data loads. But the significant compromise is it affects 

the system performance as frequency downscales.  
 

Efthymiou et al. [15] proposed non-fixed-size cores. The 

flexible cores can degrade into smaller ones after a big 

complex job by continuously disabling the pipeline stages and 

execution stages. It is like a power gating technique that 

switches off unused or idle resources. This method is good at 

some low-core operated scalar loads with no parallelism. But, 

when higher parallel loads are needed, this method will 

degrade the system performance somewhat. Intelligent power 

optimization techniques [25] are greatly appreciated.  

   

I. Engin et al. [16] proposed a convergence technique of fusing 

simple small cores into a large core on demand dynamically, 

called Core Fusion, a reconfigurable technique. This proposal 

is independent of large programming compilers and specific 

programming. Nagabushanam et al. [25] proposed a power and 

area optimizing method for VLSI implementations suitable to 

fewer cores implementation.  

http://www.ijeer.forexjournal.co.in/
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Core Fusion can work with different workloads and software 

diversities. When a more extensive parallel data set is 

processed, it distributes into smaller cores, and if the workload 

is a larger scalar, then cores fuse into a single powerful large 

core. In this method, the downfall side is challenging to 

achieve fusion power and high energy density.  
 

DVFS suffers system performance at lower data rates, and 

Efthymiou’s method performance degrades at higher data 

rates. Similarly, Engin’s method had significant hardware 

complexity. Hence, an enormous scope is open in power 

optimization for multi-core architectures.  

 

░ 3. PROPOSED METHODS 
After finding the consequences due to communication latency 

and large power consumptions in the multi-core designs, a few 

methods are introduced in this section to control them.   

3.1 Low Power Techniques 
The total consumption power by the chip and its associated 

connections will cause many undesirable outcomes in the chip 

manufacturing process. And the same is crucial in multi-core 

architectures when operating them in real [17]. Controlling or 

saving the processing element’s idle/waiting time while 

executing different threads is essential. Because all the threads 

will not consume the same amount of power since different 

processing threads will have different execution times. A 

dynamic monitoring and controlling system is required to 

manage power wastage for both predictive and reactive 

categories [18]. 
 

It is essential to have every multi-core architecture, like SoCs 

and NoCs, an on-chip built-in control module for efficient 

power management [19].  
 

This hardware-associated firmware will coordinate with the 

software and fulfil its job, as shown in figure 2 and figure 3. A 

proper selection of frequency and voltage is necessary for 

estimating the power budget, as shown in figure 4. And 

equation (3) represents the required frequency for the same. In 

contrast, Freq is the required frequency, Fhig. is frequency high, Flow is 

frequency low, Ohig.is occurrence high, and Olow is occurrence low. 

 
 

Figure 2: Top-Level Observation of Dynamic Power Managing 

 

 
 

Figure 3: Power Managing System with Closed-Loop Feedback 
 

This paper proposes a congregated dynamic voltage and 

frequency scaling (CDVFS) with a dynamically configurable 

global controller to optimize power consumption. 

Freq  = ( Fhig. * Ohig.)+ ( Flow * Olow)/(Ohig+ Olow)        (3) 

 

 
 

Figure 4: CDVFS High-Level View of Quad Core Processor 

3.2 Low Latency Techniques 
In this work, we propose a VPLR router with aligned virtual 

channels (VCs) side by side. The variable priority look ahead 

router (VPLR) is independent of computing the individual 

channel requests [23], and they are pre-computed based on its 

traffic and pre-holding the priorities. In this method, if SA 

grants any request approval, that particular flits directly pass to 

the output port. 

 This method makes traffic monitoring dynamic, and priorities 

are resolved accordingly. Further, the masked requests are 

handled not to burden the router. The proposed method is 

shown in figure 5. The proposed method is a composition of 

Look-ahead routing (LAR) and prioritized output virtual 

channel (POVC) compositions for input flit request 

prioritization.   
 

 
 

Figure 5: Working Diagram of Proposed VPLR for NoC 

http://www.ijeer.forexjournal.co.in/
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░ 4. RESULTS AND DISCUSSION 

4.1 Low Power  
The input flits are first mapped in the buffer (extra memory) 

for prioritization. The dynamic power management was 

implemented on the first-level cache for efficient usage, as 

shown in figure 6 below.  

 
 

Figure 6: Power Management at First-level Cache 

This method processes the power consumption by 

remembering all the cache levels, and any miss happened is 

repeated. It does not wait for the tag match and skips it as it is 

pre-stored. Thus the power efficiency will improve by 47%. 

Further, the simulation results clearly show that this system 

can defeat most of the misses by not waiting for tag-matching, 

and the hit ratio is more than 90%.  

4.2 Low Latency 
For the evolution of our work, we compared the proposed 

VPLR with the existing router MCONNECT [20]. The result 

analysis discussed in this section for low latency is the work 

done on the Field Programmable Gate Array boards 

CYCLONE-V-SX-C6 and STRATIX-V-EB using four VCs 

and four flits per one VC. Figure 7 shows the logic cost 

utilization and comparison with respect to VCs of two, four 

and eight, with five ports, thirty-two payloads and a buffer 

width of four.  

 

This shows that even at higher data rates and LC utilization, 

the ratio is the same. Thus the effective power consumption is 

minimal. 

 

 
 

Figure 7: Logic Budget Estimation for 2, 4, and 8 VCs 

 
 

Figure 8(a): Proposed Model and MCONNECT, Load Performance 

under URT 
 

 
 

Figure 8(b): Load Delay Execution of Proposed Model (120MHz) 

w.r.t MCONNECT (85MHz) 
 

 
 

Figure 8(c): Router Performance for Empty VC w.r.t Non-Empty VC 

Re-arrangement under URT 

Figure 8(a) represents the load delay execution between the 

proposed model and the MCONNECT under Uniform Random 

Traffic (URT) with respect to clock cycles. Figure 8(b) shows 

http://www.ijeer.forexjournal.co.in/
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the load delay execution for the proposed model and 

MCONNECT at 120MHz and 85MHz, respectively, under 

URT. Figure 8(c) shows the performance of rearrangement of 

non-empty VCs (2 VCs under URT). This shows average 

packet latency with no load and full load conditions. The 

proposed model achieved 15% less latency at full load under 

uniform random traffic. And more than 45% less latency on 

full load at variable traffic.  

The table-1 shows the utilization of Hardware (HW) resources 

utilisation of the proposed router implemented on CYCLONE-

V-SX-C6 compared with MCONNECT for both 1-Clk and 2-

Clks. And, the table-2 shows the utilization of HW resources 

of the proposed router implemented on STRATIX-V-EB in 

compared with MCONNECT for both 1-Clk and 2-Clks. 
 

The proposed method of a dynamic filter with memory at first 

level cache for power optimization reduced the buffer area by 

54% and power by 47.46%. 

 

░ Table 1. Utilization of HW-resources of Proposed Model 

with MCONNECT on CYCLONE-V-SX-C6 
 

Board  

(4 Flits per VC : 

4 VCs) 

CYCLONE-V-SX-C6 

Proposed MCONNECT 

(1-clk) 

MCONNECT 

(2-clks) 

Max. Frequency 120MHz 66MHz 85MHz 

Memory blocks 6(1.3%) NA NA 

Logic cells 2710(2.3%) 5710(5%) 5980(5.3%) 

 

 

░ Table 2. Utilization of HW-resources of Proposed Model 

with MCONNECT on STRATIX-V-EB 
 

Board  

(4 Flits per VC : 

4 VCs) 

STRATIX-V-EB 

Proposed MCONNECT 

(1-clk) 

MCONNECT 

(2-clks) 

Max. Frequency 180MHz 95MHz 150MHz 

Memory blocks 6(0.65%) NA NA 

Logic cells 2610(1.4%) 5671(3.1%) 5521(3%) 

 

░ Table 3. Power expenditure of Proposed Model with 

existing model 
 

Router 

Size 

Dynamic 

power(μW) 

Static power(μW) Total power(μW) 

Existin

g 
method 

Propos

ed 
method 

Existin

g 
method 

Propos

ed 
method 

Existin

g 
method 

Propos

ed 
method 

2×2 44.75 23.47 0.110 0.057 44.86 23.52 

4×4 202.27 106.19 1.871 0.969 204.14 107.16 

8×8 818.47 430.51 7.521 3.936 825.99 434.46 

 

The proposed model was implemented on Xilinx Vivado ML2021.1. 

The power expenditure of proposed and existing methods is 

compared at 2×2, 4×4 and 8×8 folded torus topology. It is found that 

the proposed method saved a total power up to 47%. 
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░ 6. CONCLUSION 
The proposed power efficiency and latency reduction models 

are working well and are suitable to fit the multicore 

architectures. The discussion of chapter-4, a and b sections 

shows that the proposed model has improved power 

optimization and latency reduction. This research has certain 

limitations; as such, it dynamically occupies a bit more die 

area depending on the traffic density in a few cases. This needs 

to be further investigated as a future expansion. Additionally, 

the utilization of resources for both CYCLONE-V-SX-C6 and 

STRATIX-V-EB implementations shows that the proposed 

model has achieved a maximum of 47.46% optimized to the 

existing model. Proposed low-power methods have a limitation 

of complex prioritization if all the router ports have a full load 

and additional buffers cause an increase in latency. Hence 

more scope is there for further investigations for more power 

and latency optimization.     
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