A Novel Swarm Approach for Regulating Load Frequency in Two-Area Energy Systems
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ABSTRACT - One of the most important strategies for running and controlling an electric power system is the load frequency controller. LFC can be used to solve a variety of issues, such as when a generating unit is rapidly turned off by protection equipment or when a heavy load is quickly connected or disconnected. When disturbances disrupt the natural power balance, the frequency deviates from what it should be. LFC is in charge of balancing the load and restoring the natural frequency to its proper level. In this case, load frequency control optimization techniques are used in the Multiple Connect Area System to provide reliable and quality operation on frequency and tie line power flow. The purpose of this paper is to demonstrate how optimising LFC in a two-area interconnected energy system with hydro, thermal plants, and a particle swarm optimization (PSO) method may improve power system stability and save revenue on power generation. A standard (PID) controller is used to control the system. The PSO optimization approach is utilised to determine the optimal gain values of the controllers kp, ki, and kd.
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1. INTRODUCTION

Based on the literature survey most of the authors are focused on the power system operating state and generation's problems, and they are tending to overcome the problems on it to overcome the issues on state of operation and to maintain normal state operation, have to control the real and imaginary powers. The control system's model parameters are very useful for doing this[1].

Variations of true power leads to frequency down falls or gets changes, however the reactive power is less sensitive to changes in frequency, moreover mainly depends on variations in voltage. Therefore, the actual & reactive forces have to be controlled separately [2].

Under steady-state conditions, total power produced by power plants equals to system load and losses. Frequency might wander off from its nominal value due to sudden advancement of generation-load irregularities, and this is referred to as off-nominal frequency. The power and frequency are under the control of load frequency control methods. Reactive power and voltage magnitude are controlled by automatic voltage regulator technology. Load frequency control is becoming more and more significant now a days. [2], [3].

1.1 Mathematical Modelling

Figure 1: Two interconnected control areas

Power transmitted from area -1 is given by[4]

\[ P_{tie1} = \frac{|v_1||v_2|}{x_{12}} \sin(\delta_1 - \delta_2). \]  
(1)

Where,

\( \delta_1, \delta_2 \) are power angles of the two areas

For the changes in \( \delta_1 \) and \( \delta_2 \), the tie line power can be expressed as

\[ \Delta P_{tie1}(pu) = T_{12} (\Delta \delta_1 - \Delta \delta_2) \]  
(2)

Where,

\( T_{12} = \frac{|v_1||v_2|}{x_{12}|p_r|} \cos(\delta_1 - \delta_2) \) is synchronizing coefficient

P1 is rated capacity of area1
The incremental change in angle can be expressed as
\[ \frac{d\delta}{dt} = \omega = 2\pi f = \text{speed} \]
\[ \Delta \delta = 2\pi \int \Delta f \]

Change in angle can be expressed as the integral of changes in the frequency
\[ \Delta \text{Ptie}1 = T21(\int 2\pi f1 - \int 2\pi f2)dt \]
\[ = 2\pi \int (\Delta f1 - \Delta f2)dt T21 \]

(3)

(4)

Here \( f1, f2 \) are gradual frequency deviations of area 1 & 2
Similarly, power transmitted from the area 2 is given by
\[ \text{Ptie}2 = \frac{|V2||V1|}{X_{21}} \sin(\delta2 - \delta1) \]

(5)

For changes in \( \delta2 & \delta1 \) the incremental tie line power can be expressed as:
\[ \Delta \text{Ptie}2(pu) = T21 (\Delta \delta2 - \Delta \delta1) \]

Change in angle can be expressed as the integral of changes in the frequency of area 2 is given by
\[ = 2\pi \int (\Delta f2 dt - \int \Delta f1 dt) T21 \]

(6)

Where,
\[ T21 = \frac{|V2||V1|}{X_{21}p_{r2}} \cos(\delta2 - \delta1) \]
\[ = \frac{p_{r1}}{p_{r2}} T12 = a12 T12 \]

In general load model, Area 1’s ongoing power balancing equation can be expressed as:
\[ \Delta \text{P}g1 - \Delta \text{P}d1 = \frac{2H1}{f_o} \Delta f1(s) + B1\Delta f1 + \Delta \text{Ptie}1 \]

(7)

Taking the Laplace transform for this equation
\[ \Delta \text{P}g1(s) - \Delta \text{P}d1(s) = \frac{2H1}{f_o} s\Delta f1(s) + B1\Delta f1(s) + \Delta \text{Ptie}1(s) \]
\[ \Delta \text{P}g1(s) - \Delta \text{P}d1(s) - \Delta \text{Ptie}1(s) = \frac{2H1}{f_o} s\Delta f1(s) \]

\[ \Delta \text{P}g1(s) - \Delta \text{P}d1(s) - \Delta \text{Ptie}1(s) = \frac{2H1}{f_o} s\Delta f1(s) + B1\Delta f1(s) \]

\[ \Delta \text{P}g1(s) - \Delta \text{P}d1(s) - \Delta \text{Ptie}1(s) = \Delta f1(s)(\frac{2H1}{f_o} s + B1) \]

\[ \Delta \text{P}g1(s) - \Delta \text{P}d1(s) - \Delta \text{Ptie}1(s) = \Delta f1(s)B1(\frac{2H1}{f_o} s + 1) \]

\[ (\Delta \text{P}g1(s) - \Delta \text{P}d1(s) - \Delta \text{Ptie}1(s)) \times \frac{Kp1}{1+sTp1} = \Delta f1(s) \]

(8)

Where
\[ Kp1 = \frac{1}{b1}, Tp1 = \frac{2H1}{f_o b1} \]

Where
\[ \Delta \text{Ptie}1 = T12(\int 2\pi f1 - \int 2\pi f2)dt \]

Apply Laplace transform on both sides
\[ \Delta \text{Ptie}1(s) = \frac{2\pi T12}{s} (\Delta f1(s) - \Delta f2(s)) \]

(9)

For control area 2
\[ \Delta \text{Ptie}2 = T21(\int 2\pi f2 - \int 2\pi f1)dt \]

(10)

Apply Laplace transform on both sides
\[ \Delta \text{Ptie}2(s) = \frac{2\pi T21}{s} (\Delta f2(s) - \Delta f1(s)) \]

(11)

Where \( T21 = a12* T12 \)

A single integrating block is defined as the linear combination of progressive frequency and tie line power.

For area 1
\[ ACE1 = \Delta \text{Ptie}1 + b1\Delta f1 \]

(12)

Where \( b1 \) is area frequency bias

Apply Laplace transforms
\[ ACE1(s) = \Delta \text{Ptie}1(s) + b1\Delta f1(s) \]

For area 2
\[ ACE2 = \Delta \text{Ptie}2 + b2\Delta f2 \]

(13)

Apply Laplace transforms
\[ ACE2(s) = \Delta \text{Ptie}2(s) + b2\Delta f2(s) \]

The basic block diagrams of the two-control area system corresponding to figure 2.

---

**Figure 2:** Block diagram of two area system
2. PARTICLE SWARM OPTIMIZATIONS TOPOLOGY

2.1 Introduction
This particle swarm optimization is developed by using different features of natural evaluation. So, it has different components velocity, position of the particle as well as it includes local best of each particle of the swarm[5].

PSO is developed using two methodologies
1. Artificial life (mimicking bird flocking, fish schooling, swarming theory)
2. Evolutionary computation.

In artificial life, swarm searches for food in cooperative way in the sense in swarm has lot of birds and fishes are there, so they work in cooperative manner. In general observations lot of birds are flying in the sky and they are move in one direction, in this scenario any bird see the food, then rest of the birds also follow the particular bird or searching food, hence the same concept is follow is borrowed and PSO have been developed[6], [7].

While doing this process, each member in the swarm learns from its experience and also from other members for changing the search pattern to locate the food. Based on this process in swarm theory, if any particle moving from one position to another, means the particle started from one position after that generation or iteration and it reaches to another position[6], [8]. In swarm theory each particle will know what was its best position, hence they keep a track of the position as well as their task is search for food or in end optimization of solution. Therefore, in swarm theory particle knows its best position, work individually as well as they see the pattern of other members, so that we can find optimal solution for given problem[7].

PSO is developed using the simple concepts and primitive operators. This is computationally inexpensive both in memory and speed and also can be easily implemented using computer programming. And one more PSO does not involve probability calculations[6].

2.2 Working
PSO starts with initializing population randomly similar to genetic algorithm. Unlike genetic algorithm operators, solutions are assigned with randomized velocity to explore the search space. Each solution in PSO referred as particle[9], [10]. Figure 3 focuses on flow chart of working scenario.

Three distinct features of PSO[11]
- Best fitness of each particle.
- Best fitness of swarm.
- Velocity and position update of each particle

PSO is developed using two methodologies
1. Artificial life (mimicking bird flocking, fish schooling, swarming theory)
2. Evolutionary computation.

![Flow chart for PSO](image)

In artificial life, swarm searches for food in cooperative way in the sense in swarm has lot of birds and fishes are there, so they work in cooperative manner. In general observations lot of birds are flying in the sky and they are move in one direction, in this scenario any bird see the food, then rest of the birds also follow the particular bird or searching food hence the same concept is followed is borrowed and PSO have been developed.

In swarm theory each particle will know what was its best position, hence they keep a track of the position as well as their task is search for food or in end optimization of solution. Therefore, in swarm theory particle knows their best position, work individually as well as they see the pattern of other members, so that we can find optimal solution for given problem.

2.3 Basic Algorithm for PSO [5]

Step 1: solution representation % genomics
Step 2: Input t:=1 (generation counter), maximum allowed generation =N
Step 3: initialize random swarm (P(t))
% swarm
Step 4: Evaluate (p (t)); evaluate objective, constraints and assign fitness
Step 5: While t ≤ N do
Step 6: update P_i(t) of each particle ‘i’ and find Pgb(t); % new step
Step 7: for (i = 1; i ≤ N, i++) do %for each one ‘i’
Step 8: update velocity V_i (t+1);
Step 9: update position X_i (t+1); % variation
Step 10: Evaluate X_i (t+1) and include it in P
(t+1);
Step 11: End for
Step 12: t=t+1;
Step 13: End while
3. LOAD Frequency with PSO
Abnormal frequency deviations may cause system failure. Therefore, these necessitates a perfect and fast acting controller to maintain the stable frequency. The limitations of the conventional controls in the sense integral, P and PID are giving good results in handling system non-linearities[12], [13].

For optimum response of LFC control scheme must be applied at both generation side and load side using modern algorithm and techniques[14].

Problems with the generator if any changes occur in the load, means shaft speed falls down from the pre-set value and the system frequency falls from the nominal value results in fall over of frequency [14].

Many control areas are presented In an interconnected system, Each can maintain its load frequency control with objectives and adequately manage the size of the ACE close to “0” using various schemes[15], [16]

Because the power system is not linear, the parameters of the system are simplified around the operating point. The unit’s response time is based on the dynamics of the turbine, such as constant and non-linearities.[15], [16]

3.1 ACE (Area Control Error)
High deviation of system frequency may lead to system collapse. In such a case, load frequency control optimization approaches are employed to ensure the reliability and quality of operation in a system of frequency, tie line power flow and calculate net changes means Area Control Error[14], [17]. Finally
- Control the value settings of the generators to keep the ACE to a minimum value.
- AGC drives ACE to zero, thus automatically frequency and tie line power flow will gets to zero

3.1 Objective Function Formulation [14], [16]
The mostly used objective functions as follows
- Integral . Square . Error
- .Integral of .Time. multiplied absolute error
- .Integral of time .multiplied square error
- Integral of absolute .error

Consider F1 and F2 are frequency variations in area1 and area2 J is objective function

\[
J = \int_0^T (\Delta \text{square of } F1 + \Delta \text{square of } F2 + \Delta \text{square of tie line power}) dt \ldots \quad (16)
\]
This objective is the function to minimize “J” during load disturbance.

Integral of Time multiplied absolute error
\[
J = \int_0^T (|\Delta F1| + |\Delta F2| + |\Delta \text{tie line power}|) dt \ldots (3.2)
\]
This objective is composed of tie line power and frequency fluctuations of given areas.

Integral of time multiplied square error
\[
J = \int_0^T (\Delta \text{square of } F1 + \Delta \text{square of } F2 + \Delta \text{square of tie line power}) dt \ldots \quad (17)
\]

Integral of absolute error
\[
J = \int_0^T (|\Delta F1| + |\Delta F2| + |\Delta \text{tie line power}|) dt \quad (18)
\]
In which objective functions most and widely used function is Integral Square Error.

4. RESULTS AND DISCUSSION
4.1 Requirement of Design Model Parameters

<table>
<thead>
<tr>
<th>S.no.</th>
<th>Quantity</th>
<th>Area 1</th>
<th>Area 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Speed Reg</td>
<td>0.05</td>
<td>0.06</td>
</tr>
<tr>
<td>2</td>
<td>Frequency Load Co-efficient</td>
<td>0.6</td>
<td>0.9</td>
</tr>
<tr>
<td>3</td>
<td>Base Power</td>
<td>1000MVA</td>
<td>1000MVA</td>
</tr>
<tr>
<td>4</td>
<td>Inertia</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>Governor Time</td>
<td>0.2 sec</td>
<td>0.3 sec</td>
</tr>
<tr>
<td>6</td>
<td>Turbine Time</td>
<td>0.5 (sec)</td>
<td>0.6 sec</td>
</tr>
<tr>
<td>7</td>
<td>Kp=0.54, Ki=0.71, Kd=0.8</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Consider that the two interconnected sections operate in parallel on a common frequency. The synchronising the power coefficient is calculated from the initial operating condition i.e. 2.0 percentage. If the load change occurs in area 1 due to frequency drop, to get nominal operation in this article used PSO with PID controller-based optimization technique. Simulink model and algorithm have done and produced results here[18], [19].

The Simulink model of hybrid power system is simulated and optimized using the parameters of the proposed multi-stage PSO-PID for LFC against various load disturbances[20]. The load frequency control, created using the self-tuning PSO-PID for the two-area system, keeps the system frequency, two-area powers, and tie line powers at their rated levels [21]

In simulation & optimization studies, it is presumable that the system will experience step variations in the input power as well as step load disturbances of 0.01, 0.02, 0.03, and 0.05 in pu. The
responses of the scheme approach to variations in frequency, \( \text{delPm1}, \text{delPm2}, \) and tie line power are shown in figures 4 and 13.

| Table 3: Settling Time of variant schemes for LFC |
|-----------|--------|--------|--------|--------|
| Load      | PID    | FOPID  | FLIC-PID | PID-PSO |
|           | Freq   | Power  | Freq    | Power  | Freq   | Power  |
| 1         | 5.8    | 5.662  | 5.7     | 5.696  | 5.4    | 5.622  |
|           | 8      | 28     | 8       | 34     | 2      |
| 2         | 5.9    | 5.791  | 5.9     | 5.791  | 5.4    | 5.691  |
|           | 1      | 2      | 2       | 76     | 1      |

Figure 4: Frequency variations without PID scheme in two area system

Figure 5: Power variations without PID scheme in two area system

The frequencies and power variations of two area systems in figures 4 and 5 at 1000MVA loads, represents without any control technique, here power system cannot be stable. Therefore, in multi area system, frequency and power variations are more when load changes or may be turned-off.

Figure 6: Frequency variations with PID scheme in two area system

Figures 6 and 7 represents load frequency control with PID scheme, in which frequency of two area systems settled after 5.8-5.9 sec at 1000 MVA load, while the powers settled after 5.6628 and 5.791 seconds, respectively. At 5.8 sec, the tie-line power became stable.

Figure 7: Power variations with PID scheme in two area system

Figure 8: Frequency variations with FO-PID scheme in two area system

Figures 8 and 9 represents load frequency control with FO-PID scheme, in which frequency of two area systems settled after 5.79-5.9 sec at 1000 MVA load, while the powers settled after 5.69628 and 5.791 seconds, respectively. At 5.78 sec, the tie-line power became stable.

Figure 9: Frequency variations with FO-PID scheme in two area system

Figure 10: Frequency variations with PID FLC scheme in two area system

A Novel Swarm Approach for Regulating Load Frequency
5. CONCLUSION

The linearization mistakes are treated as parametric uncertainties and unmodeled dynamics in this research, which investigates a two-area power system. In multi area interconnected power systems load frequency control is major issue and which can be workout from particle swarm optimization technique with PID controllers and which can optimize the tie line power values. From these techniques get optimize response of load frequency control scheme must be applied to generation side and destination side. According to the simulation results, the proposed controller has a faster response time and fewer undershoots than other controllers.
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