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░ ABSTRACT- Diabetes Mellitus is a chronic medical condition in which the body is unable to properly regulate the amount 

of glucose (a type of sugar) in the blood. It can cause serious consequences like heart disease, nerve damage, and kidney illness. 

Diabetes causes cardiac autonomic neuropathy, which affects the pattern of electrocardiogram (ECG) signals. ECG measures 

electrical activity of the hearts. In this paper, the features extraction method is proposed for the classification of diabetic ECG and 

normal ECG signals. Ten features, namely, log energy, threshold, Shannon, sure entropy, root mean square value, kurtosis, 

skewness, maximum value, energy, and variance are extracted from the single-lead ECG signal. Fisher-score has been employed 

for features ranking methods the ranked features are used as input to the classifiers namely medium tree, coarse Tree, linear 

discriminant, quadratic discriminant, and Gaussian naive Bayes, classifiers. The five ranked features using medium tree classifier 

has produced an accuracy of 87.19%. The analysis of performance measurement shows the effectiveness of the proposed method in 

the classification of diabetic and non-diabetic ECG signals. 
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░ 1. INTRODUCTION   
Diabetes is a chronic health problem, describe by 

hyperglycemia. Excess amounts of glucose level in the 

bloodstream are known as hyperglycemia. The increased 

glucose level in the blood may cause very serious destructive 

effects. This chronic disease affects a large population all over 

the world. According to the World Health Organization 

(WHO), about 536.6 million cases were reported in 2021, and 

it is expected to reach 783.2 million by 2045 [1]. 

Diabetes is increasing in middle- and low-income countries 

very rapidly, the 7th leading cause of death worldwide may be 

due to its chronic condition and hereditary linkages. In diabetes 

mellitus (DM), blood sugar is not utilized or consumed by the 

body cells. Body cells are not able to produce a sufficient 

amount of insulin. Diabetes is a non-curable disorder that can 

be controlled after an accurate diagnosis. The consequences of 

diabetes may lead to other disorders such as heart attacks, 

stroke, kidney failure, etc. [2]. 

 

Presently, the diagnosis of diabetes is performed by blood, 

plasma, and serum, which is an invasive and painful process. 

Sometimes the insertion of a needle cause serious infections and 

people are afraid of skin punctures during blood tests. In worst 

cases, people even faint during blood tests. In addition to that, 

blood glucose testing is done many times a day for effective 

monitoring of diabetes. Glucose concentration can be measured 

by blood, serum samples, and plasma, most of the cases plasma 

and serum samples are preferred because the measurement of 

the glucose from blood having 15% lower, which may be due 

to the presence of the extra water content in the blood cells [3-

4]. Blood glucose concentrations can be measured by two 

methods namely Enzymaticamperometric and hexokinase in the 

laboratories: Enzymatic-Amperometric Method, the oxidation 

of glucose can be done presence of water (H2O), oxygen (O2), 

and GOx which provides hydrogen peroxide (H2O2) and 

gluconic acid. 
 

The electrochemical oxidation of (H2O2) is performed in anode 

of an electrochemical probe which produces an amperometric 

(current) signal that is directly proportional to glucose 

concentration in the blood [5]. Hexokinase method contains a 

series of chemical reactions, also called as photometric method. 

Adenosine triphosphate (ATP) and magnesium ions are present 

during the initial step of this process, a glucose interaction with 

the enzyme hexokinase, which results in the production of ADP 

and G6P. In the following step, G6P dehydrogenase is 

used to oxidise nicotinamide adenine dinucleotide (NAD) and 

G6P until they are reduced to NADH and 6-phosphogluconate. 

The amount of NADH may be inversely related to the 

Non-invasive and Automatic Identification of Diabetes Using 

ECG Signals  

 

Anuja Jain1, Anurag Verma2 and Amit Kumar Verma3     
1College of Pharmacy, Teerthanker Mahaveer University, Moradabad, UP, 244001 India,  anuja.scholar@tmu.ac.in 
2College of Pharmacy, Teerthanker Mahaveer University, Moradabad, UP, 244001 India,   principal.pharmacy@tmu.ac.in  
3Department of Pharmacy, Mahatama Jyotiba Phule Rohilkhand University, Bareilly, UP, 243006 India,  amit.verma@mjpru.ac.in 

 

*Correspondence:  anuja.scholar@tmu.ac.in  

ARTICLE INFORMATION 

Author(s);  Anuja Jain,  Anurag Verma and  Amit Kumar Verma;     

Special Issue Editor:  Dr.  Debnath Bhattacharyya 
 

Received: 21/04/2023; Accepted: 13/06/2023; Published: 15/06/2023; 

E- ISSN: 2347-470X; 
Paper Id: IJEER_SP-DB_2023_03; 

Citation: 10.37391/IJEER.110223 

Webpage-link: 
https://ijeer.forexjournal.co.in/archive/volume-11/ijeer-110223.html 
 

This article belongs to the Special Issue on Machine Intelligence 

and Deep Learning in Healthcare Decision Making 
 

Publisher’s Note: FOREX Publication stays neutral with regard to 

jurisdictional claims in Published maps and institutional affiliations. 
 
 

http://www.ijeer.forexjournal.co.in/
mailto:anuja.scholar@tmu.ac.in
https://doi.org/10.37391/IJEER.110223
https://ijeer.forexjournal.co.in/archive/volume-11/ijeer-110223.html
https://ijeer.forexjournal.co.in/archive/volume-11/si-ml-dl-healthcare.php
https://ijeer.forexjournal.co.in/archive/volume-11/si-ml-dl-healthcare.php


                                                      International Journal of 
                     Electrical and Electronics Research (IJEER) 

Open Access | Rapid and quality publishing                                         Research Article | Volume 11, Issue 2 | Pages 418-425 | e-ISSN: 2347-470X 

 

419 Website: www.ijeer.forexjournal.co.in     Non-invasive and Automatic Identification 

of 

concentration of glucose sample, which absorbs light at 340 

nm. The NADH amount determines how much is absorbed, 

which can measure glucose from standard spectrophotometric 

techniques [6]. The main drawback of these methods is the 

inherent invasiveness that needs to be done in-vitro 

required trained personnel, having extra costs, and time 

consuming. The laboratory equipment is not well calibrated 

which affects the accuracy. Self-monitoring blood glucose 

typical glucometer used and capillary blood access 

by finger pricking. Glucose concentration measurement is 

performed by electrochemical technique. A glucose strip is 

connected to meter and it is used for chemical reaction and 

detection. This method consists of three electrodes 

namely the working, reference, and counter electrodes [7]. 
 

The same amounts of C-peptide measure and insulin are 

released into the bloodstream by the pancreas. It is eliminated 

through the urine instead than being absorbed by the body like 

insulin. C-peptide levels reveal the precise amount of insulin the 

body is producing [8-9]. Measure the quantity of glucose that is 

bound to the haemoglobin in the red blood cells using the 

glucoseheamoglobin (HbA1c) blood test. Hemoglobin develops 

a sugary coating when haemoglobin and glucose bind. When 

there is more sugar in the blood, that coat thickens. A1c tests 

assess the thickness of that coat during the previous three 

months. [10-11]. One way to use saliva to measure diabetes is 

by measuring glucose levels in saliva. In diabetes, the body’s 

ability to produce or use insulin, a hormone that regulates 

glucose metabolism, is impaired. This leads to high levels of 

glucose in the blood and can also be found in saliva. 

Measuring glucose levels in saliva can be done by using a non-

invasive method such as glucose oxidase method (GOD-POD), 

which uses an enzymatic kit glucose oxidase-peroxidase. This 

method utilizes the enzyme GOD to catalyze the 

oxidation of glucose to gluconic acid. This method allows for 

the non-invasive and easy measurement of glucose levels in 

both blood and saliva, making it a valuable tool for the diagnosis 

and monitoring of diabetes [12-13]. Saliva is a 

complex mixture of biological fluids that contains not only 

enzymes and antibodies but also other important components 

such as glucose, amino acids, lipids, and mono- and 

diglycerides of fatty acids. These additional components found 

in saliva can be used to diagnose various medical conditions 

diabetes, autoimmune diseases, genetic problems, and other 

infectious diseases. One commonly used method for measuring 

glucose levels in saliva is the GOD-POD, which utilises an 

enzymatic kit glucose oxidase peroxidase [14]. 
 

The fluorescence technique for measuring glucose 

concentration in saliva has some major disadvantages 

associated with it. One of the main disadvantages is the short 

lifespan of the fluorophore, which limits the amount of time that 

the technique can be used for measuring glucose. Additionally, 

this technique is highly susceptible to interference caused by pH 

fluctuations, changes in oxygen levels, and biocompatibility 

issues due to local tissue trauma [15-16]. Optical polarimetry 

principle of optical polarimetry based on the rotation polarized 

light. This method is used on the aqueous humor in the anterior 

chamber of aneye [17-18]. The facial key-based color features 

were extracted and used as input to a probabilistic collaborative 

based classifier for the diagnosis of diabetes. The method does 

not require the extraction of any bodily fluids, it also reduces 

testing time [19]. This type of method suffers the image angle, 

and intensity; the face can be influenced intentionally by the 

person. The major drawback in laboratory methods is inherent 

invasiveness due to the need for an in-vitro procedure which 

requires blood samples extracted from patients; is expensive 

due to additional costs, and is also time-consuming. All 

laboratory equipment is not highly accurate shown in the study, 

this equipment also requires continuous calibration. In this 

condition regular testing of blood sugar levels is necessary, it is 

a very painful procedure. Electrochemical skin conductance has 

been explored and ESC is high in case of diabetic patient [20]. 

Machine learning approach has been employed for detection of 

diabetes [21-22]. In [23], non-linear characteristics from the R-

R interval signal have been retrieved and identified in this study 

utilising the AdaBoost classifier. Poincare plot based features 

has been used as input to different machine learning classifier 

using heart rate variability (HRV) [24]. 
 

Overall, the literature on diabetes detection indicates that there 

is a need for more convenient and accessible methods for 

detecting diabetes and that there are promising developments in 

the use of non-invasive techniques such as ultrasound, infrared 

spectroscopy, and biosensors. Nowadays, electrocardiography 

(ECG) is the most emerging tool to continuously monitor 

diabetic patients. An ECG records the electrical activity of the 

heart using a non-invasive approach. It is a widely used and 

essential tool for the diagnosis, management, and treatment 

diabetes. Diabetes affects the electrical activity of the heart, 

which can be seen in ECG signals.  
 

The changes in ECG can be caused by several factors, including 

damage to the heart’s blood vessels and nerves due to high 

blood sugar levels. In some cases, these changes may indicate 

an increased risk of heart disease or other complications 

associated with diabetes. It is important for people with diabetes 

to regularly monitor their heart health, including regular ECG 

testing, to help identify and manage any potential problems. In 

this paper, features extracted from the ECG signals are explored 

for the classification of diabetics and normal ECG signals. The 

rest of this paper is separated into four sections: A brief 

explanation of the strategy, which includes data collection, 

extraction of features, ranking techniques, and classifier, is 

provided in section 2. Section 3 presents the findings and related 

discussion. The summary and future directions of the work that 

has been presented are found in Section 4. 

░ 2. PROPOSED METHOD 
This section comprises a dataset of ECG recording, features 

extraction, Fisher score, and classifier. Figure 1 presents a 

summary of the steps that make up the proposed architecture. 

http://www.ijeer.forexjournal.co.in/
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Figure 1: Block representation of the proposed method for 

classification of diabetes and normal ECG signals 
 

2.1 Dataset 
In the ECG dataset, 51 normal (21 females 

and 30 males) and 35 diabetic patients (12 females and 23 

males) are involved with the age in between 20-70 years, 35 

diabetic patients are suffering from diabetes from type-2 

diabetes. The ECG data has been taken from Biomedical Signal 

Acquisition Laboratory (BSAL), PDPM-IIITDM, Jabalpur, 

M.P., India, by submitting the End-User License Agreement 

(EULA) form. The blood glucose values greater than 160 

mg/dL is treated as unhealthy ECG signals. The total segregated 

ECG fragments/signals are 24630 (9560 DM and 15070 

normal) [25]. These signals are recorded BT traveler acquisition 

software. The data were collected using an ECG montage 

arrangement, which involved inserting two gel conductive 

electrodes on the wrist using a high-quality electrodes gel using 

a 24-bit ADC at a sampling frequency of 

256 Hz. Participants with and without diabetes both have a 

normal BP and no cardiovascular abnormalities. Figure 2 shows 

the typical ECG fragments of diabetic and normal subjects. 

  

2.2  Features Extraction 
Features extraction is a method of identifying and extracting 

important and relevant information from raw biological signals. 

This information can be used to learn about the underlying 

processes and mechanisms that are responsible for the signals. 

Once the features have been extracted from the raw signals, they 

can be used for a wide range of applications [26]. Features 

extraction is an important step in the analysis of biological 

signals. It allows researchers to identify and analyze the most 

relevant information in the signals, and to better understand the 

underlying processes and mechanisms responsible for the 

signals. In this study, fourteen features namely, log energy 

entropy, Shannon, threshold, sure, log energy entropy, root 

mean square value (RMS), kurtosis, skewness, maximum value, 

minimum value, mean value, standard deviation, variance, and 

signal energy are computed from each ECG fragments. They 

are briefly summarized below: 

 

Figure 2: Typical ECG fragments of diabetic and normal subjects 

2.2.1 Log energy entropy (LEE) 

It represents a signal’s degree of ambiguity or unpredictability. 

It is calculated by taking the logarithm of the energy of the 

signal and then calculating the entropy of the resulting 

distribution. The log energy entropy is calculated using the 

following formula: 

  𝐿𝐸𝐸 = − ∑(𝐸𝑖) × 𝑙𝑜𝑔2𝐸𝑖                                                    (1) 

where Ei is the energy of the signal at each time step i. Log 

energy entropy is typically used in combination with other 

features, such as spectral features, to provide a more 

comprehensive description of a signal. It is a useful measure for 

evaluating the structure and complexity of a signal. 

2.2.2 Shannon entropy (ShE) 

It is a measure of the uncertainty or randomness of a system. 

It is calculated using the following formula: 

 𝑆ℎ𝐸 = − ∑ 𝑃𝑖 × log 𝑃𝑖                                       (2) 

where Pi is the probability of each possible outcome in the 

system. 

2.2.3 Threshold entropy (TE) 

It is a measurement of a system’s randomness or 

uncertainty that is based on the thresholding idea. 

Thresholding is a technique that is used to separate a 

signal into different regions or segments, based on a 

predetermined threshold value. Threshold entropy is 

calculated using the following formula: 

𝑇𝐸 = − ∑(𝑃𝑖) × 𝑙𝑜𝑔2𝑃𝑖                                (3) 

http://www.ijeer.forexjournal.co.in/
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where Pi is the probability of each possible outcome in 

the system, and the summation is taken over all possible 

threshold values. 

2.2.4 Sure entropy (SE) 

It is a measurement of randomness of a system that is 

based on the concept of the generalized likelihood ratio 

test (GLRT). The GLRT is a statistical test that is used to 

compare the performance of two or more models for a 

given data set. Sure entropy is calculated using the 

following formula: 
 

𝑆𝐸 = − ∑(𝑃𝑖) × 𝑙𝑜𝑔2𝑃𝑖                             (4) 

where Pi is the probability of each possible outcome in 

the system, and the summation is taken over all possible 

models. 

2.2.5 Root mean square value (RMS) 

The RMS value of a signal is a measurement of the 

magnitude of the signal. It is figured out by taking the 

square root of the square root of the signal sample 

average. The RMS value of a signal is commonly used in 

signal processing, as it provides a measure of the overall 

strength or loudness of the signal. The RMS value of a 

signal is calculated using the following formula: 
 

𝑅𝑀𝑆 = √
1

𝑛
∑(𝑥𝑖)

2                                                          (5) 

 

Where xi is the signal sample at each time step i, and 

total number of time samples in the signal is given by n. 

2.2.6 Kurtosis (K) 

Kurtosis is a statistical measure that describes the 

shape of a probability distribution. It is a measure of the 

peaked ness or flatness of the distribution. Kurtosis is 

evaluated using the following formula: 

                 𝐾 =
1

𝑛
∑(𝑥𝑖−𝑚𝑒𝑎𝑛(𝑥))

4

[
1

𝑛
∑(𝑥𝑖−𝑚𝑒𝑎𝑛(𝑥))

4
]
2                            (6) 

where xi is the data point at each time step i, xmean is the 

mean of the data, and the total number of data points is 

n. 

2.2.7 Skewness (S) 

It is a statistical measure that describes the symmetry of 

a probability distribution. 

𝑆 =

∑(𝑥𝑖−𝑚𝑒𝑎𝑛(𝑥))
3

𝑛

[
∑(𝑥𝑖−𝑚𝑒𝑎𝑛(𝑥))

3

𝑛
]

1.5                                      (7) 

2.2.8 Maximum value 

It is computed as 

 

𝑀𝑉 = 𝑀𝑎𝑥(𝑥𝑖)                                           (8) 

2.2.9 Energy 

In signal processing, signal energy is a measure of the 

amount of power contained in a signal. It is calculated by 

squaring the amplitude of the signal and then taking the 

integral over time. It is computed as 

𝐸 = ∑(𝑥𝑖)2                                                    (9) 
 

2.2.10 Variance 

In statistics, the spread or dispersion of a set of data is 

measured by variance. It is computed as  

𝑣𝑎𝑟 =
∑(𝑥𝑖−𝑚𝑒𝑎𝑛(𝑥𝑖))

2

𝑛−1
                                       (10) 

 

2.3 Fisher (F)-Score for Feature Ranking 
Fisher (F)-score is a measure used to evaluate the importance or 

relevance of features in a dataset. It is generally employed in 

feature selection and ranking and is used to identify the most 

relevant and useful features in a dataset. The F-score measures 

the separation between the means of the two classes, normalized 

by the standard deviation of the feature. Features with a high F-

score are considered to be more important or relevant because 

they have a large separation between the means of the two 

classes, relative to the spread of the data. F-score is often used 

in conjunction with other feature selection and ranking 

methods, such as mutual information and chi-squared. It is a 

useful measure for evaluating the relevance of features in a 

dataset, and it can help identify the most important and useful 

features for a particular problem or application. The Fisher-

score (Fw) can be expressed as [27]: 

𝐹𝑤 =
(𝑥𝑤

(+)−𝑥𝑤)2+(𝑥𝑤
(−)−𝑥𝑤)2

1

𝑛+−1
∑ (𝑥𝑘,𝑤

(+)−𝑥𝑤)2𝑛+
𝑘=1 +

1

𝑛−−1
∑ (𝑥𝑘,𝑤

(−)−𝑥𝑤)2𝑛+
𝑘=1

     (11) 

 

Where 𝑥𝑤
(+), 𝑥𝑤

(+)  and 𝑥𝑤  represent the mean of  wth feature 

of feature of healthy class, diabetic class, and both classes ECG 

signals, respectively; 𝑥𝑘,𝑤
(+) and 𝑥𝑘,𝑤

(−) represent the wth 

feature of the kth ECG observation of healthy class and diabetic 

class classes, respectively; 𝑛+ and 𝑛−represent the number of 

ECG observations of healthy and diabetic classes, respectively. 
 

2.4 10-Fold Cross Validation Scheme (10-FCV) 
This work utilizes a 10-FCV scheme to fed the features in to 

machine learning classifiers. Cross-validation is a method 

employed to develop a robust system. The complete data is 

divided into three parts, for training, validation, and testing the 

network performance. In the 10-FCV technique, the complete 

dataset is divided into ten sections randomly. In this study, 

complete spectral images are split into 10 equal sections, one 

section is hold-out for network testing, one section is retained 

for validation, and the remaining sections are used for network 

training. The cross-validation procedure is repeated ten times 

by altering the training, validation, and test data. Figure 3 

represents the schematic diagram of the data partition scheme. 

http://www.ijeer.forexjournal.co.in/
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Figure 3: Schematic diagram of the data partition scheme 
 

2.5 Machine Learning Classifier 
A machine learning classifier is a type of algorithm that is used 

to automatically classify data. A classifier is trained using a 

labeled training dataset, which contains examples of the data 

that the classifier will be asked to classify. The classifier uses 

the training dataset to learn the patterns and relationships 

between the data and the corresponding labels. Once the 

classifier is trained, it can be used to automatically classify new 

data. To classify a new sample, the classifier applies the patterns 

and relationships it learned from the training dataset to the 

sample being classified, and assigns it a label based on the most 

likely match. There are many different types of machine 

learning classifiers, including decision trees, Naıve Bayes 

classifiers. The choice of the classifier depends on the specific 

problem and dataset being used. Each of these is described 

below: 

2.5.1 Decision Tree Classifier 

The decision tree classifier is a type of machine learning 

algorithm that is used for classification tasks. It is a supervised 

learning algorithm, which means that it is trained using labeled 

training data [28]. The training data consists of examples of the 

data that the classifier will be asked to classify, along with 

the correct class labels for each example. The decision tree 

classifier works by building a model of the training data in the 

form of a tree structure. Each node in the tree represents a 

decision or a rule that is used to classify the data. The decision 

tree is built by starting at the root node and splitting the data 

into smaller and smaller subsets based on the values of the 

features in the data. Once the decision tree is built, it can be used 

to classify new samples by following the decisions and rules in 

the tree. To classify a new sample, the classifier starts at the root 

node and follows the decisions in the tree until it reaches a leaf 

node, which contains the predicted class label for the sample. 

2.5.2 Naive Bayes Classifier 

The Naive Bayes classifier is a type of machine learning 

algorithm that is used for classification tasks. It is based on the 

idea that the presence or absence of a particular feature in a class 

is independent of the presence or absence of any other feature. 

This assumption, which is called the "naive" ssumption, allows 

the algorithm to make predictions based on a relatively small 

amount of data. The Naive Bayes classifier works by using 

Bayes’ theorem to calculate the probability that a given sample 

belongs to each possible class [29]. Bayes’ theorem states that 

the probability of an event A given another event B is equal to 

the probability of B given A times the probability of A, divided 

by the probability of B. To classify a new sample, the Naive 

Bayes classifier uses Bayes’ theorem to calculate the 

probability that the sample belongs to each possible class, based 

on the features of the sample and the training data. The class 

with the highest probability is chosen as the predicted label for 

the sample. 
 

░ 3. RESULTS AND DISCUSSION 
This study employed ECG data as input for the automated and 

accurate detection of DM patients. 24,630 (15070-normal and 

9560-diabetic) labeled ECG segments are used to extract the ten 

statistically significant features, namely, log energy entropy, 

Shannon entropy, threshold entropy, sure entropy, root mean 

square (RMS) value, kurtosis, skewness, maximum value, 

signal energy, and Variance from each ECG fragments for 

classification of diabetic and normal subject ECG. The Kruskal-

Wallis (KW test) is employed to check the statistical 

significance of the extracted features. 
 

The K-W test is a non-parametric statistical test, used to 

determine whether there are significant differences between the 

medians of two or more groups. It is often used when the 

assumptions of an analysis of variance (ANOVA) test cannot 

be met, such as when the data are not normally distributed or 

have unequal variances. The p-value is used to measure the 

statistical significance of the test. It represents the probability 

of obtaining the observed results, or something more extreme, 

under the assumption that the null hypothesis is true. If the 

p-value is below a certain threshold, typically 0.05, the null 

hypothesis can be rejected and conclude that there is a 

statistically significant difference between the groups. The 

lower the p-value indicates the more suitability of the features. 

Table 1 shows the probability values (p) of each extracted 

feature with a mean and standard deviation of diabetic and 

normal ECG signals. It can be noted from Table 1, all the 

extracted features have a p-value less than 0.05, indicating 

that all features are statistically significant and suitable for 

classification. In machine learning, feature mapping is a 

necessary but crucial task for adequate classification. Therefore, 

all the extracted features are ranked and mapped 

based on their F-score. The higher F-score indicates a higher 

separation ability and the lower F-score depicts a lower 

separation ability. Consequently, features are ranked first for 

http://www.ijeer.forexjournal.co.in/
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higher F-score and ranked last for lower F-score. Table 2 

depicts the F-score and ranking of the features. 
 

It can be noticed from table 2, the highest F-score for Log 

energy entropy is 0.032 and the lowest F-score for Kurtosis is 

1:50 1008. Consequently, the first rank is assigned to Log 

energy entropy, and the lower/last rank is given to Kurtosis. The 

features are mapped based on the ranking of features from 1 to 

10 and formed a feature matrix. Obtained feature matrix fed as 

an input to machine learning classifier with different kernel 

functions such as Medium Tree (MT), Coarse Tree (CT), Linear 

Discriminant (LD), Quadratic Discriminant (QD). The 

robustness of our developed system is evaluated by calculating 

the different performance parameters namely, true negative rate 

(TNR) or specificity (SPE), true positive rate (TPR) or 

sensitivity (SEN), Positive predicted value (PPV), negative 

predicted value (NPV), and F-1 score. The mathematical 

expression of all these performance characteristics is given as, 
 

𝐴𝐶𝐶 (%) =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
× 100                             (12) 

 

𝑆𝑃𝐸/𝑇𝑁𝑅(%) =  
𝑇𝑁

𝑇𝑁+𝐹𝑃
× 100                              (13) 

 

𝑆𝐸𝑁/𝑇𝑃𝑅 (%) =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
× 100                             (14) 

 

𝑁𝑃𝑉 =  
𝑇𝑁

𝑇𝑁+𝐹𝑁
× 100                          (15) 

 

𝐹 − 1 𝑆𝑐𝑜𝑟𝑒 =  
2×𝑃𝑟𝑐×𝑇𝑃𝑅

𝑃𝑟𝑐+𝑇𝑃𝑅
                        (16) 
 

𝑃𝑃𝑉 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
× 100                                              (17) 

 

Where TP and TN represent the count of correctly identified 

positive and negative episodes, respectively. Similar to this, the 

number of positive and negative events that were incorrectly 

detected is indicated as FP and FN, respectively. 

Tables 3 and 4 show the evaluated parameters for the one to ten 

ranked features with different classifiers. It can be noted from 

Tables 3 and 4, the maximum classification ACC 

of 87.19%, SEP of 84.74%, and F1-score 0.9 are yielded by the 

decision tree classifier with MT kernel for the first five ranked 

features. However, the highest SEN of 93.85% is achieved by 

the CT kernel of the decision tree for all ten 

ranked features. Figure 4 shows the ROC plot achieved for the 

classification of the first five ranked features using a medium 

decision tree classifier. An area under the curve (AUC) of 0.92 

is obtained by the medium decision tree classifier. Then several 

methods has been developed for detection of diabetes 

using biological signals. These methods made use of various 

signal processing methods, signal types, and approaches. For 

instance, In [23], Acharya et al. developed employed non-linear 

features of R-R interval signals with AdaBoost classification 

scheme for diagnosis of diabetic subjects with ACC of 90% in 

32 subjects. In [30] presented a diabetes index-based method 

using HRV features to determine diabetic neuropathy. They 

used Ad-Boost scheme for identification of diabetic subject and 

reported an ACC of 86%. Jian et al. [31] explored higher-order 

statistics (HOS) of HRV with SVM an ACC of 79.93% for 

detection of diabetes. In another study, authors of [32] 

diagnosed the diabetic patients by applying several artificial 

intelligence methods and attained a PPV value of 77%. 

Furthermore, Gupta et al. [25] utilized the ITD method to 

extract PPV and evaluated features from the obtained 

components. They used DTC and reported an ACC of 86.9%. 

The advantages of the presented system are listed below. 
 

1. The described strategy is relatively simple to implement 

and can be used to enhance medical diagnosis performance. 

2. The proposed framework is very effective and achieves 

higher classification performance by mapping the 

statistical significance features. 

3. The presented system is accurate and robust because it is 

designed using the 10-fold validation scheme. 
 

The proposed system’s weaknesses are listed below. 

1. The suggested characteristics of ECG signals have been 

determined at a predetermined sampling frequency. It is 

necessary to investigate the effect of different sample 

frequencies on categorization accuracy. 

2. Only Type-2 diabetic patients have been identified in this 

study. 
 

 
Figure 4: Receiver operating characteristic curve plots 

 

░ Table 1: The Features mean ± STD for healthy and 

diabetics ECG signals 
 

S. 

No  
Features 

Normal (mean  ±  

std ) 

Diabetics 
(mean  ±  std 

) 

p-Value 

 

1 
Log energy 

entropy 
7.63×1003  ± 
960.4026 

7.29×1003 ± 
935.0185 

4.07 ×10-

198   

 

2 
Shannon 

entropy 

-1.14×1008  ± 

5.45×1008 

-1.06×1008 ± 

3.59×1008 

0.0374 

3 
Threshold 
entropy 

1.26×1003 ± 
38.0873 

1.25×1003  ±  
42.6626 

1.15×10-80   

4 
Sure 

entropy 
1.16×1004 ± 

642.4346 

1.14×1004 ± 

736.5119 

7.66×10-90   

5 

Root mean 

square 
value 

(RMS) 

78.9859 ± 
39.4865 

76.8561 ± 
36.3737 

0.0015 

6 Kurtosis 9.3031 ± 4.8946 
9.3018 ± 
5.2883 

1.24×10-13   

7 Skewness 0.6705 ± 1.3031 
0.8495 ± 

0.9368 
3.89×10-4   

8 
Maximum 
value 

349.5088 ± 
245.3226 

355.5921 ±  
252.9814 

1.98×10-9   

9 
Signal 
energy 

9.98×1006  ± 

3.25×1007 

9.25 ×1006  ±  

2.30×1007 

0.0015 

10 Variance 
7.77×1003 ± 

2.53×1004 

7.19×1003 ±  

1.79×1004  

4.97×10-4   
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░ Table 2: Features F-score and ranking 

S. No Features F-Score Ranking 

1 Log energy entropy 0.032  1 

2 Shannon entropy 6.02 × 10-05  9 

3 Threshold entropy 2.15 × 10-03  4 

4 Sure entropy 1.44 × 10-02  2 

5 RMS value 7.86 × 10-04  5 

6 Kurtosis 1.50 × 10-08  10 

7 Skewness 6.18 × 10-03  3 

8 Maximum value 1.49 × 10-04  8 

9 Signal energy 1.66 × 10-04  7 

10 Variance 1.75 × 10-04  6 

 

4. CONCLUSIONS 
Diabetes is a serious health condition that is becoming more 

common around the world. Many people with diabetes have 

died from COVID-19, highlighting the importance of managing 

the disease. Currently, there is no cure for diabetes, so it is 

important for people with the condition to undergo regular 

monitoring and take their prescribed medications.  

░ Table 3: Performance parameters for first 1 to 5 ranked 

features with different classifier 

   Nf 
 

Classifier Acc SEN SPE NPV PPV F-score 

 MT 63.20 62.80 71.03 8.74 97.74 0.76 

 CT 63.12 62.59 76.97 7.34 98.60 0.77 

1 LD 62.76 62.99 60.02 12.12 94.88 0.76 

 QD 62.83 62.93 61.53 11.31 95.51 0.76 

 GNB 62.83 62.93 61.53 11.31 95.51 0.76 

 MT 64.57 66.37 57.91 31.69 85.41 0.75 

 CT 63.50 62.77 84.15 7.33 99.12 0.77 

2 LD 62.41 62.82 57.66 11.88 94.47 0.75 

 QD 62.85 63.14 59.70 13.17 94.36 0.76 

 GNB 61.75 63.46 51.93 19.75 88.40 0.74 

 MT 79.60 79.26 80.37 62.77 90.27 0.84 

 CT 70.85 92.68 57.74 92.92 56.85 0.70 

3 LD 65.83 64.87 75.39 17.78 96.32 0.78 

 QD 68.29 74.00 59.20 58.87 74.27 0.74 

 GNB 64.23 66.48 56.64 33.40 83.78 0.74 

 MT 79.57 79.20 80.43 62.59 90.34 0.84 

 CT 70.86 92.65 57.75 92.89 56.89 0.70 

4 LD 66.16 65.02 77.64 17.98 96.72 0.78 

 QD 66.96 71.04 58.72 50.08 77.66 0.74 

 GNB 63.73 65.32 56.81 27.36 86.80 0.75 

 MT 87.19 88.66 84.74 81.73 90.66 0.90 

 CT 70.85 92.68 57.74 92.92 56.85 0.70 

5 LD 66.74 65.31 81.59 18.49 97.35 0.78 

 QD 71.26 73.16 66.82 51.56 83.76 0.78 

 GNB 64.02 66.07 56.58 31.44 84.69 0.74 

 

░ Table 4: Performance parameters for first 6 to 10 ranked 

features with different classifier 

   Nf 
 

Classifier Acc SEN SPE NPV PPV F-

score 

        MT 84.43 86.09 81.56 77.36 88.91 0.87 

 CT 71.71 93.80 58.42 94.01 57.56 0.71 

6 LD 67.26 65.73 81.76 20.16 97.15 0.78 

 QD 73.10 72.35 75.56 45.37 90.69 0.80 

 GNB 63.87 65.79 56.51 30.04 85.34 0.74 

 MT 84.57 86.69 81.05 78.59 88.36 0.88 

 CT 71.69 93.75 58.44 93.96 57.55 0.71 

7 LD 67.33 65.71 82.83 20.24 97.33 0.78 

 QD 77.73 88.47 66.73 84.98 73.13 0.80 

 GNB 63.60 70.04 53.17 52.27 70.79 0.70 

 MT 84.18 86.64 80.19 78.68 87.67 0.87 

 CT 71.73 93.83 58.44 94.03 57.58 0.71 

8 LD 67.26 65.81 80.26 20.75 96.76 0.78 

 QD 78.08 85.59 68.83 79.53 77.15 0.81 

 GNB 61.35 75.94 50.14 73.09 53.90 0.63 

 MT 84.27 87.05 79.86 79.53 87.27 0.87 

 CT 71.75 93.73 58.47 93.92 57.68 0.71 

9 LD 67.28 65.79 80.88 20.58 96.91 0.78 

 QD 77.65 89.33 66.26 86.42 72.08 0.80 

 GNB 55.73 80.87 46.24 86.50 36.22 0.50 

 MT 84.91 87.83 80.35 80.90 87.45 0.88 

 CT 71.73 93.85 58.44 94.05 57.57 0.71 

10 LD 69.62 67.79 81.44 28.14 95.93 0.79 

 QD 77.58 92.35 65.11 90.98 69.07 0.79 

 GNB 56.67 81.80 46.86 86.84 37.52 0.51 

 

One way to monitor diabetes is through the use of ECG signals, 

which can detect changes in the heart’s activity. However, 

visual inspection of these signals can be difficult due to their 

non- linear and non-stationary nature. In this study, ten 

statistical significance features have been extracted and mapped 

according to their F-score value and given to different machine 

learning classifiers. The proposed framework achieved an 

accuracy of 87.19% in detecting diabetes using ECG signals. 
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The benefits of this approach include the ability to diagnose 

diabetes non-invasively and reduce the workload for clinicians. 

In the future, the model will be validated with different 

sampling frequencies and applied to diagnose other diseases 

and diabetic groups. 
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