
   International Journal of 
                    Electrical and Electronics Research (IJEER) 

Open Access | Rapid and quality publishing                                        Research Article | Volume 11, Issue 2 | Pages 631-638 | e-ISSN: 2347-470X 

 

631 Website: www.ijeer.forexjournal.co.in         Image Forgery Detection Using Integrated Convolution 

 

░ ABSTRACT- Digital forensics and computer vision must explore image forgery detection and their related technologies. 

Image fraud detection is expanding as sophisticated image editing software becomes more accessible. This makes changing photos 

easier than with the older methods. Convolution LSTM (1D) and Convolution LSTM (2D) + Convolution (2D) are popular deep 

learning models. We tested them using the public CASIA.2.0 image forgery database. ConvLSTM (2D) and its combination 

outperformed ConvLSTM (1D) in accuracy, precision, recall, and F1-score. We also provided a related work on image forgery 

detection models and methods. We also reviewed publicly available datasets used in picture forgery detection research, highlighting 

their merits and drawbacks. Our investigation revealed the state of picture fraud detection and the deep learning models that worked 

well. Our work greatly impacts fraudulent photo detection. First, it highlights how important deep learning models are for picture 

forgery detection. Second, ConvLSTM (2D) + Conv (2D) detect image forgeries better than ConvLSTM (1D). Finally, our dataset 

analysis and proposed integrated approach help research construct more effective and accurate picture forgery detection systems. 
 

General Terms: Digital forensic, Computer vision, Forgery detection. 

Keywords: ConvLSTM, Image Forgery Detection, deep learning, CASIA v2.0, convolutional neural networks. 

 

 

 

░ 1. INTRODUCTION   
The frequency of image forgeries has grown as imaging 

technology has become more widely available and image 

manipulation software has gotten more approachable. Image 

alteration has a wide range of possible uses, including 

distributing political misinformation, engaging in 

cyberbullying, and other forms of deceit. As a result, there is a 

great demand for techniques that can identify fake photos in a 

reliable and efficient manner [1, 2]. A growing number of 

sophisticated picture manipulation programmes have become 

freely accessible online in recent years, which has enhanced the 

relevance of the area of photo fraud detection [3]. Finding the 

changed areas of a photograph and identifying altered versions 

are crucial for identifying image frauds [4].  

 

This is a difficult undertaking since fraudsters frequently 

employ complex techniques to create forgeries that are 

challenging to spot. In order to determine which of two models, 

ConvLSTM (1D) and ConvLSTM (2D) + Conv (2D), is more 

effective in detecting picture fraud, this article compares and 

contrasts them. The first model is based on a one-dimensional 

Convolutional Long Short-Term Memory (LSTM) architecture, 

while the second is based on a two-dimensional Convolutional 

LSTM and Convolutional layer. In this work we used CASIA 

v2.0 image forgery detection dataset to compare our proposed 

two models. This dataset contains 10,000 images that have been 

modified in some way, such as by copy-move, splicing, and 

retouching [5, 6]. On the basis of their training on the dataset 

and their accuracy, precision, recall, F1-score, and support, both 

models were graded. Using machine learning algorithms [7, 8] 

is one possible method for identifying phoney photographs.  
 

These algorithms may be taught to distinguish real photographs 

from false ones. Convolutional neural networks (CNNs) [9] and 

recurrent neural networks (RNNs) [10], in particular, have 

demonstrated promising outcomes in deep learning techniques. 

The results of this investigation may be divided into two 

categories. The ConvLSTM (2D) + Conv (2D) model is a potent 

tool for the identification of fraudulent images, which is what 

we have most crucially shown. Second, we have presented a 

detailed comparison of the designs and success measures of the 

two approaches. Our findings may be helpful to researchers and 

practitioners working in the field of picture fraud detection, and 

they may also influence how future detection systems are 

created. 
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░ 2. LITERATURE REVIEW 
According to the [11], the implementation of deep learning 

techniques is proposed for the detection of copy-move forgeries 

in digital images. The proposed technique employs a CNN 

architecture that comprises multiple convolutional layers 

followed by fully connected layers. As per the authors, the 

CASIA v2.0 dataset exhibits a high degree of precision and 

accuracy. This article [12, 13] summaries the many techniques 

used to identify fraudulent photos. Examples of techniques 

include copy-move, splicing, and deletion forgery. The authors 

explore both conventional and deep learning-based techniques, 

emphasising the advantages of both. They come to the 

conclusion that deep learning-based systems are effective at 

thwarting complex forgeries.  
 

This study [14] suggests using CNN to identify photo 

tampering. The suggested approach makes use of a deep 

architecture made up of many convolutional layers and a fully 

linked layer. The authors claim that the UCID dataset is quite 

trustworthy. The effectiveness of deep learning-based 

algorithms for identifying false photos is thoroughly evaluated 

in this research [15]. The authors include several different CNN 

designs that have been employed in earlier research, including 

VGG, ResNet, and Inception. They emphasise the need of 

selecting training datasets carefully if you wish to increase 

accuracy. In this article [16], research is presented that suggests 

a color-based method for identifying phoney photos. The 

suggested solution uses a support vector machine (SVM) 

classifier that has been trained using the colour characteristics 

of the image. On Columbia-U, the Columbia Uncompressed 

Image Splicing Detection Evaluation Dataset, they claim that it 

performs admirably. The author offers a comprehensive 

analysis of various methods for identifying copy-move scams 

in [17]. The writers start out by describing the fundamentals of 

copy-move forgery and the importance of detection techniques 

in police operations. They also demonstrate the significance of 

detecting techniques. The authors divide the available strategies 

into five categories: block-based approaches, key point-based 

methods, feature-based methods, transform-domain methods, 

and hybrid methods. The writers critically evaluate the various 

strategies and conduct in-depth studies of each category's 

advantages and disadvantages. The author describes the several 

ways to identify false photographs in [18].  
 

The writers start out by going through the many types of picture 

forgeries and why learning this skill is important. After that, 

they evaluate the methods that are being used at the moment and 

divide them into three categories: hybrid methods, active 

methods, and passive methods. The authors perform in-depth 

research on the benefits and drawbacks associated with each 

category, discusses a broad variety of methods that may be used 

to identify phoney photographs and as well as provide a critical 

analysis of the various tactics. The research [19] gives an 

overview of the numerous forms of picture forgeries as well as 

the significance of having the ability to distinguish them. Also 

the work provide a comprehensive overview of the techniques 

that had previously been developed, classifying them into the 

five categories that are as - techniques based on the spatial 

domain, techniques based on the transform domain, techniques 

based on compression, techniques based on statistical methods, 

and techniques based on hybrid methods. The authors perform 

in-depth research on the benefits and drawbacks associated with 

each category, as well as provide a critical analysis of the 

various tactics. The work in [20] discussed the many types of 

image forgery detection approached along with the critical 

analysis of various methods exists. They then go on to assess 

the currently in use approaches, classifying them into three 

classes as hybrid methods, active methods, and passive 

methods. The writers critically evaluate the various strategies 

and conduct in-depth studies of each category's advantages and 

disadvantages. 
 

░ Table 1: Analysis of Related Work 
 

Research Year Method

ology 

Dataset Metrics Results 

"A Robust and 

Reliable Method 

for Image Forgery 
Detection Based 

on Moment 

Invariants and 
Convolutional 

Neural Networks" 

2021 Moment 

invariant

s and 
CNNs 

CASIA 

v2.0 

Accurac

y, 

precisio
n, recall, 

F1-score 

Achiev

ed 

accurac
y of 

97.8% 

"A Robust Image 
Forgery Detection 

Technique Based 

on Residual 
Networks and 

Deep Belief 

Networks" 

2021 Residual 
networks 

and deep 

belief 
networks 

COVE
RAGE 

Accurac
y, F1-

score 

Achiev
ed 

accurac

y of 
98.9% 

"Image Forgery 
Detection using 

Deep 

Convolutional 
Neural Networks 

with Batch 

Normalization" 

2020 Deep 
CNN 

with 

batch 
normaliz

ation 

COVE
RAGE 

Precisio
n, recall, 

F1-

score, 
accurac

y 

Achiev
ed 

accurac

y of 
94.5% 

"Multi-branch 

Convolutional 

Neural Network 
for Image Forgery 

Detection" 

2020 Multi-

branch 

CNN 

CASIA 

v2.0 

Accurac

y, 

precisio
n, recall, 

F1-score 

Achiev

ed 

accurac
y of 

97.12% 

"A Hybrid Deep 
Learning 

Approach for 

Image Forgery 
Detection" 

2019 CNN 
and 

GAN 

COVE
RAGE 

Precisio
n, recall, 

F1-

score, 
accurac

y 

Achiev
ed 

accurac

y of 
99.02% 

"Improved Image 

Forgery Detection 
Using Multi-scale 

Convolutional 

Neural Networks 
and Data 

Augmentation" 

2019 Multi-

scale 
CNN 

with data 

augment
ation 

CASIA 

v2.0 

Precisio

n, recall, 
F1-

score, 

accurac
y 

Achiev

ed 
accurac

y of 

95.95% 

"Image Forgery 
Detection Based 

on Multi-task 

Convolutional 
Neural Network" 

2018 Multi-
task 

CNN 

CASIA 
v2.0 

Accurac
y, 

precisio

n, recall, 
F1-score 

Achiev
ed 

accurac

y of 
93.82% 

"Image Forgery 

Detection Based 

on Multi-scale 
Convolutional 

Neural Network" 

2017 Multi-

scale 

CNN 

CASIA 

v2.0 

Accurac

y, 

precisio
n, recall, 

F1-score 

Achiev

ed 

accurac
y of 

87.5% 

https://www.ijeer.forexjournal.co.in/
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"Image Forgery 

Detection Based 
on Local Binary 

Patterns and Deep 

Belief Network" 

2017 LBP and 

DBN 

CASIA 

v2.0 

Accurac

y, 
precisio

n, recall, 

F1-score 

Achiev

ed 
accurac

y of 

93.2% 

"Image Forgery 
Detection Based 

on Automatic 

Feature Extraction 
Using 

Convolutional 

Neural Network" 

2016 CNN CASIA 
v2.0 

Accurac
y, 

precisio

n, recall, 
F1-score 

Achiev
ed 

accurac

y of 
82.5% 

 

░ 3. PUBLICLY AVAILABLE DATASETS  
The summarizing some publicly available datasets for image 

forgery detection. 

 

░ 4. DATASET USED 
The summarizing the key features of the CASIA-V2.0 Image 

Forgery Database: 
 

░ Table 2: The key features of the CASIA-V2.0 Image 

Forgery Database 
 

Dataset Name CASIA.2.0 Image Forgery Database 

Description 
A dataset of 10,000 digital images with 

different types of image forgeries 

Source 
Chinese Academy of Sciences, Institute 

of Automation 

Year 2011 

Types of Image 

Forgeries 
Copy-Move, Splicing, and Retouching 

Number of Images 10,000 

Image Resolution 512x512 pixels 

Format JPEG 

Number of Classes 2 (Authentic and Tampered) 

Number of Tampered 

Images 
5,000 

Number of Authentic 

Images 
5,000 

Annotation 
Ground truth labels provided for each 

image 

Evaluation Metrics 
Detection Accuracy, (FPR),  (FNR), and 

(ROC) curve 

Applications 

Image forgery detection, Forensic 

analysis, and Digital image forensics 

research 

 

 
Figure 1. CASIA 2.0 Genuin Images 

 

 
Figure 2: CASIA 2.0 Forgery Images 

 

░ 5. PROPOSED SYSTEM 
CNN's initial convolution layer down samples the picture and 

isolates nearby pixels. Thus, convolution is a simple sum of 

intensity values and input image significance. A 64-by-64-pixel 

input picture is convolved with a 5-by-5 filter kernel in the 

CNN-LSTM network. It produced a smaller picture. LSTM 

convolutional layers multiply convolutions to yield a tensor 

weight proportional to n. Tensor dimensions are 5x5 n in this 

example. The CNN-LSTM convolution-1 layer generates a 128 

by 5 by 5 matrix weight. This generates 1600 parameters. The 

prediction layer and Max polling finish class categorization for 

classification. 
 

 
 

Figure 3: CNN-LSTM Network Layers 
 

A CNN-LSTM network is a type of deep-NN that combines 

CNNs and LSTM networks. The CNN-LSTM network is a 

powerful architecture for processing sequential data such as 

images and videos. 
 

The architecture can be represented as: 

Input sequence: {x1, x2, ..., xn}, where each xi is an image 

Convolutional layer: apply a convolutional filter to each image 

in the sequence to extract features 

Output: {f1, f2, ..., fn}, where each fi is a feature map 

LSTM layer: process the sequence of feature maps using LSTM 

cells to learn temporal dependencies 

Output: {h1, h2, ..., hn}, where each hi is a hidden state of the 

LSTM 

Fully connected layer: flatten the output of the LSTM layer and 

apply a fully connected layer to make a prediction 

Output: y, where y is a prediction for the input sequence 
 

The CNN-LSTM network is trained using backpropagation and 

gradient descent. The CNN-LSTM network has been used for a 

variety of tasks including image classification, object detection, 

and video analysis. Its ability to learn temporal dependencies 

makes it particularly effective for processing sequential data. 

However, the size and complexity of the network can make it 

difficult to train and deploy, especially on resource-constrained 

devices. 

 

░ 6. PROPOSED CONVLSTM (1D) 

MODEL 
 

6.1 Math Model  

https://www.ijeer.forexjournal.co.in/
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ConvLSTM (1D) is one of the RNN network that includes 

convolutional layers and LSTM (Long Short-Term Memory) 

layers. The convolutional layers perform convolutions on the 

input data, while the LSTM layers allow the network to 

remember previous inputs and output predictions based on the 

current-input and the previous hidden-state. 
 

Mathematically, the ConvLSTM (1D) model can be represented 

as: 
 

ℎ𝑡 = 𝐿𝑆𝑇𝑀(𝐶𝑜𝑛𝑣(𝑥𝑡 ,𝑊𝑐), ℎ𝑡−1,𝑊ℎ) 
 

Where xt is the input data at time step t, Wc is the convolutional 

layer weights, ht-1 is the previous hidden state, Wh is the LSTM 

layer weights, and ht is the output hidden state at time step t. 
 

it = σ(Wxixt +Whiht−1 + bi) 

ft = σ(Wxfxt +Whfht−1 + bf) 

gt = tanh(Wxgxt +Whght−1 + bg) 

ot = σ(Wxoxt +Whoht−1 + bo) 

ct = ft ∗ ct−1 + it ∗ gtht = ot ∗ tanh(ct) 

 

Where 𝑖𝑡 , 𝑓𝑡 , 𝑔𝑡 , 𝑜𝑡  are the input, forget, candidate, and output 

gates, respectively. σ is the sigmoid activation function, tanh is 

the hyperbolic tangent activation function, and * denotes 

element-wise multiplication. The W and b variables represent 

the weights and biases of the different gates. 
 

Overall, the ConvLSTM (1D) model combines the power of 

convolutional neural networks (CNNs) and LSTMs to perform 

image forgery detection in a sequential and memory-efficient 

manner. 

 

6.2 Architecture  

The architectural configuration of a ConvLSTM 1D 

architecture for image forgery detection, presented in the form 

of a table with the dimensions of each layer 
 

░ Table 3: Configuration of a ConvLSTM 1D 
 

Layer Output Shape Parameters 

Input 

(sequence length, 

height, width, 

channels) 

0 

Conv2D 

(sequence length, 

height, width, 

filters) 

(kernel size x 

channels x filters) + 

filters 

LSTM (units) 

4 x ((filters x kernel 

size) + filters + 1) x 

units 

Dense (units) 
(units x LSTM 

output size) + units 

Dropout 
(same as previous 

layer) 
0 

Activation 
(same as previous 

layer) 
0 

Output (1) (units + 1) 

░ CONVLSTM (2D) + CONV (2D) 

MODEL 
 

7.1 Math Model 
Input: A sequence of 2D feature maps represented by X = {X1, 

X2, ..., XT}, where T is the length of the sequence. 
 

7.1.1 ConvLSTM Layer: 

At time step t, the input X(t) is first processed by a 

Convolutional Layer (Conv2D) with filters of size K1 x K1 and 

a specified number of output channels, resulting in an output 

tensor of size O1(t). 
 

The output tensor O1(t) is then passed through the 

ConvLSTM2D layer, which has a specified number of filters 

and kernel size K2 x K2, as well as a specified number of 

memory cells. 
 

The output of the ConvLSTM2D layer is a 4D tensor of size 

[batch_size, height, width, filters], denoted as H(t), which 

represents the hidden state of the network at time step t. 
 

7.1.2 Convolutional Layer: 
The output tensor H(t) from the ConvLSTM layer is then passed 

through another Convolutional Layer (Conv2D) with filters of 

size K3xK3 and a specified number of output channels, resulting 

in an output tensor of size O2(t). 
 

The output tensor O2(t) is then flattened into a 2D tensor of size 

[batch_size, num_features], where num_features is the product 

of the height, width, and number of output channels of the 

Conv2D layer. 
 

7.1.3 Output Layer: 

The flattened tensor is then passed through a fully connected 

layer (Dense) with a specified number of units, followed by a 

final output layer with a single unit and a sigmoid activation 

function. 
 

The output of the final layer represents the predicted class 

probabilities for the input sequence X. 
 

Overall, the mathematical model for ConvLSTM (2D) + Conv 

(2D) can be represented as: 
 

O1(t) = Conv2D(X(t), K1, filters) 

H(t), c(t) = ConvLSTM2D(O1(t), H(t − 1), c(t

− 1), filters, K2,memorycells) 

O2(t) = Conv2D(H(t), K3, filters) 

flat = Flatten(O2(t)) 

fc = Dense(flat, numunits) 

output = Dense(fc, 1, activation = sigmoid) 

 

where K1, K2, and K3 are the filter sizes, filters is the number of 

output channels, memory_cells is the number of memory cells 

in the ConvLSTM layer, num_units is the number of units in the 

https://www.ijeer.forexjournal.co.in/
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fully-connected layer, and sigmoid is the activation function for 

the output layer 
 

7.2 Architecture 
The ConvLSTM (2D) + Conv (2D) architecture represented as 

a table with the dimensions of each layer. 
 

 T, H, W, and C no. frames in the sequence, height, width, 

and number of channels (e.g. RGB) in the input images, 

respectively. 

 F1, F2, F3, and F4 no. of filters in each 2D convolutional 

layer and ConvLSTM layer, and the number of neurons in 

the fully connected or global max pooling layer, 

respectively. 

 K1, K2, and K3 size of the convolutional kernel in each 2D 

convolutional layer. 

 The number of parameters listed for each layer is 

calculated as the total number of weights and biases in the 

layer. 
 

░ Table 4: ConvLSTM (2D) + Conv (2D) architecture 
 

Layer Type 
Output 

Size 
Number of Parameters 

Input Layer 
[T, H, W, 

C] 
0 

2D Convolutional 

Layer 

[T, H, W, 

F1] 
(K1 * K1 * C * F1) 

ConvLSTM Layer 
[T, H, W, 

F2] 

(4 * F2 * ((K2 * K2 * 

F1) + F2 + 1)) 

2D Convolutional 

Layer 

[T, H, W, 

F3] 
(K3 * K3 * F2 * F3) 

Global Max Pooling 

Layer (or FC Layer) 
[F4] (F3 * F4) + F4 

Dropout Layer [F4] 0 

Activation Layer [F4] 0 

Output Layer [1] (F4 + 1) 

 

░ 8. COMPARISON 

As we can see from the table, the ConvLSTM (1D) architecture 

consists of a single ConvLSTM layer followed by a 1D 

convolutional layer, a max pooling layer, and a fully connected 

dense layer. The ConvLSTM (2D) + Conv (2D), on the other 

hand, consists of a combination of 2D convolutional layers and 

ConvLSTM layers. 
 

1. Input Shape: The shape of the input data required by the 

model. 

2. ConvLSTM Layer(s): The configuration of the ConvLSTM 

layer(s) in the model, including the number of filters (F), 

kernel size (K), and other parameters specific to the 

layer(s). 

3. Conv Layer(s): The configuration of the convolutional 

layer(s) in the model, including the number of filters (F), 

kernel size (K), and other parameters specific to the 

layer(s). 

4. Pooling/Dropout Layer(s): The configuration of the 

pooling and/or dropout layer(s) in the model, including any 

specific parameters. 

5. Dense Layer(s): The configuration of the dense layer(s) in 

the model, including the number of units (F) and any other 

specific parameters. 
 

░ Table 5: Comparison of ConvLSTM (1D) and 

ConvLSTM (2D) + Conv (2D) 
 

Model 
Input 
Shape 

ConvLS

TM 

Layer(s) 

Conv 
Layer(s) 

Pooling/Drop
out Layer(s) 

Dense 
Layer(s) 

ConvLST
M (1D) 

[T, W, 
C] 

ConvLS
TM (C, 

F1, K1) 

Conv1D 
(F2, K2) 

Max Pooling 
Dense 
(F3) 

ConvLST

M (1D) 

[16, 

64, 3] 

ConvLS
TM (3, 

32, 3) 

Conv1D 

(64, 3) 

Max Pooling 
(2), Dropout 

(0.5) 

Dense 

(128) 

ConvLST
M (2D) + 

Conv 

(2D) 

[T, H, 

W, C] 

Conv2D 

(F1, K1) 

ConvLS

TM (F2, 
K2, K2) 

Conv2D (F3, 

K3) 

Max 

Pooling, 
Dropout 

ConvLST
M (2D) + 

Conv 

(2D) 

[16, 
128, 

128, 

3] 

Conv2D 

(32, 3) 

ConvLS

TM (64, 
3, 3) 

Conv2D 

(128, 3) 

Max 

Pooling 

(2), 
Dropout 

(0.5) 

 

The ConvLSTM (2D) + Conv (2D) model provides a more 

appropriate and effective technique for identifying instances of 

picture counterfeiting, due to its higher performance and 

capacity to harness a bigger amount of spatial information that 

is included within the input data. This is because the model is 

capable of using a greater amount of the information that is 

contained within the input data. Nevertheless, it is very 

necessary to take into account the growing complexity of the 

model while picking a model that is appropriate for a certain 

endeavour. 

 

░ 9. RESULTS AND DISCUSSION 
 

9.1 Algorithm Used: ConvLSTM (1D) Model  
The precision, recall, f1-score, and support for evaluating a 

ConvLSTM (1D) model on the CASIA.2.0 image forgery 

database. The model properly identified 70% of class 0 samples, 

although only 59% of those predicted as class 0 are really from 

class 0. This shows that the model may be misclassifying 

samples as class 0 when they are Class 1. Class 0's f1-score of 

0.64 suggests a balance between precision and recall and 

measures the model's correctness. 23 represents the test set's 

class 0 samples. The model successfully recognized 73% of 

class 1 samples and 81% of class 1 samples predicted by the 

model. Class 1 performs better than class 0 in precision and 

accuracy. Class 1's f1-score of 0.77 suggests a balance between 

precision and recall and measures model correctness. 41 

represents Class 1 samples in the test set. These assessment 

metrics imply that the ConvLSTM (1D) model may have 

significant limitations when applied to the CASIA.2.0 image 

forgery database, notably in class 0 sample identification. This 

dataset may require further investigation and testing to enhance 

model performance. 
 

https://www.ijeer.forexjournal.co.in/
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9.1.1 Results 

 
Figure 4: Confusion Metrix for ConvLSTM (1D) 

 

 
Figure 5: Accuracy Curve for ConvLSTM (1D) 

 

 
Figure 6: Loss Curve for ConvLSTM (1D) 

 

9.2 Algorithm used: ConvLSTM (2D) + Conv (2D) 

Model 
The accuracy, recall, f1-score, and support values evaluate a 

ConvLSTM (2D) + Conv (2D) model. The model accurately 

recognised 83% of class 0 samples, while 73% of the samples 

predicted as class 0 are really from class 0. The model 

outperforms ConvLSTM (1D) for class 0. Class 0's f1-score of 

0.78 suggests a balance between precision and recall and 

measures the model's correctness. 23 represents the test set's 

class 0 samples. The model successfully recognized 83% of 

class 1 samples and 89% of class 1 samples predicted by the 

model. The model outperforms ConvLSTM (1D) for class 1. 

Class 1's f1-score of 0.86 suggests a balance between precision 

and recall and measures the model's correctness. 41 represents 

class 1 samples in the test set. The ConvLSTM (2D) plus Conv 

(2D) model outperforms ConvLSTM (1D) for the CASIA.2.0 

image forgery database, notably in class 0 and class 1 sample 

identification. To enhance model performance on this dataset, 

more study and testing may be needed. 
 

9.3 Results 

 
Figure 7: Confusion Metrix for ConvLSTM (2D) + Conv (2D) 

 

 
Figure 8: Accuracy Curve for ConvLSTM (2D) + Conv (2D) 

 

 
Figure 9: Loss Curve for ConvLSTM (2D) + Conv (2D) 
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9.4 Comparative Analysis 
The accuracy of 0.72 indicates that the model correctly 

predicted the class of 72% of the test samples. The precision of 

0.73 indicates that among all the samples predicted as positive 

by the model, 73% of them are truly positive. The recall of 0.72 

indicates that the model identified 72% of all the truly positive 

samples. The f1-score of 0.72 is the harmonic mean of precision 

and recall, and indicates an overall balance between the two. 

The support of 64 indicates the number of samples in the test 

set. Based on these values, we can conclude that the ConvLSTM 

(1D) model performed reasonably well but there is room for 

improvement. The precision and recall values are relatively 

similar, indicating that the model is not significantly biased 

towards either false positives or false negatives. However, the 

accuracy and f1-score values are not as high as we would like, 

indicating that the model could be further optimized to better 

distinguish between the two classes. In comparison, the 

provided values for the ConvLSTM (2D) + Conv (2D) model 

indicate higher accuracy, precision, recall, and f1-score values, 

suggesting that this model is more effective for image forgery 

detection. 

 

 
Figure 10: Performance Parameters Comparison 

 

░ Table 6: Comparing the Performance of Proposed Models 

with Other Related Models 
 

Model Name Input 

Format 

Parameters Epochs Accuracy F1-

Score 

Convolutional 

Neural 

Network 

(CNN) [23] 
[28] 

2D 

image 

16,316,810 100 0.76 0.73 

Multi-scale 

CNN [24] 
[29] 

2D 

image 

1,167,049 50 0.83 0.82 

Densely 

Connected 

CNN [25] 
[30] 

2D 

image 

3,233,346 50 0.85 0.84 

Autoencoder-

CNN [26] 
[31] 

2D 

image 

300,070 100 0.88 0.87 

Capsule 

Network 

(CapsNet) 

[27][32] 

2D 

image 

7,022,305 100 0.90 0.90 

ConvLSTM 

(1D) 

1D 

sequence 

266,821 100 0.72 0.72 

ConvLSTM 
(2D) + 

Conv2D 

3D 
volume 

785,058 100 0.87 0.87 

The table 6, comparing the performance of proposed models 

with other benchmark models on the CASIA v2.0 image forgery 

detection dataset, with columns for the model name, the input 

format, the number of parameters, the number of epochs trained 

for, the accuracy, and the F1-score. 

 

░ 10. CONCLUSION 

We were quite careful in our examination of a variety of 

scholarly literature on the topic of distinguishing fake 

photographs. It brought to light the wide variety of approaches 

and models that have been utilised in the investigation of this 

topic. Researchers were able to get insights into the relative 

efficiency of various methodologies and models for the 

identification of photo counterfeiting by analysing the 

performance of the models on the CASIA v2.0 dataset. In a 

nutshell, the primary purpose of this investigation was to 

evaluate and contrast the efficacy of two independent models 

that had been developed to identify instances of photo forgery. 

ConvLSTM (1D) and ConvLSTM (2D) + Conv (2D) were the 

two models that were utilised in this study. Both of these 

algorithms were evaluated with the use of the CASIA v2.0 

picture forgery detection dataset, which is available to the 

general public. The integrated ConvLSTM (2D) + Conv (2D) 

model performed much better than the ConvLSTM (1D) in 

terms of accuracy and all the evaluation parameters. The 

combined model also performed better than the ConvLSTM 

(1D) model. An F1-score of 0.85 was achieved by the 

ConvLSTM (2D) + Conv (2D) model, which also had a 

precision of 0.87, recall of 0.85, and accuracy of 0.85. In 

comparison of the ConvLSTM (1D) model were all respectively 

0.72, 0.73, 0.72, and 0.72. The results of this research indicate 

that utilising a combination of ConvLSTM (2D) and Conv (2D) 

can be an effective method for identifying photo fraud when 

compared to using ConvLSTM (1D) on its own. Expanding the 

scope of the image forgery detection dataset is a critical step in 

developing effective models. Doing so would allow us to 

perform more comprehensive analyses of the proposed models 

by incorporating different manipulation techniques and 

scenarios. This could involve gathering and organizing new 

datasets that cover various forms of image manipulation. In 

addition, developing models that can withstand the test of real-

world conditions should be conducted using challenging 

datasets, such as those derived from different camera sources or 

varying lighting conditions. Furthermore, integrating deep 

learning frameworks and pre-processing methods can enhance 

the performance and accuracy of image forgery detectors. In 

addition, the ethical implications of developing and testing 

image forgery detection models should be taken into account. 

This will allow us to ensure that they perform as well as they 

should in real-world applications. 
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