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░ ABSTRACT- Analysis of intracranial neoplasm using multimodal MR images requires accurate and automatic 

segmentation. However, manually classifying tumors with similar structures or appearances in magnetic resonance imaging (MRI) 

with similar anatomy or appearances is more challenging, requiring experience to detect brain tumors. Precise segmentation of brain 

tumors gives clinicians with a foundation for surgical planning and treatment. Due to its capacity to segment brain tumor images 

automatically, Deep Neural Networks (DNN) have been widely used in image segmentation applications. To classify, segment and 

marking the occurrence of the brain tumor area accurately, we present custom Deep Convolution Neural Network (CNN) based 

Residual block U-Net (RB-ResUnet) architecture. Our technique is tested on publicly available Kaggle datasets utilizing quantitative 

metrics. Comparative results demonstrate that the custom CNN-based RB-ResUnet model can more reliably identify tumor locations 

and give accurate segmentation masks to tumor locations that are defined by bounding boxes. The findings of the experiment reveal 

that our proposed model RB-ResUnet can effectively aid in the identification, toxicological evaluation of the brain tumor and has 

clinical research as well as practical application. 
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░ 1. INTRODUCTION   
An intracranial neoplasm, more commonly referred to as a brain 

tumor, occurs by the proliferation of aberrant brain cells. In light 

of the time and effort required to manually segment brain 

tumors from MRI images, automatic segmentation is preferable 

over manual segmentation. The area of automatic segmentation 

of brain tumors is undergoing extensive development. Brain 

tumors are extremely dangerous to one's health and can result 

in death. The patient's age, tumor type, and location all factor 

into the treatment plan for their brain tumor. Tumors can grow 

and spread to healthy tissue nearby, making it difficult to 

diagnose and treat. Thus, Automatic segmentation leads to early 

prediction of tumor in the brain suggests a faster response in 

therapy, which helps to enhance patients' survival rates. Over 

the last few decades, medical researchers have found over 120 

different forms of brain tumors. There are two forms of brain 

cancers: primary brain tumors that originate in the brain, and 

secondary brain tumors that arise when the underlying tumor is 

elsewhere in the body [1]. Various imaging methods such as 

MRI, PET, and CT scans are used to identify these tumors. One 

of these is MR Imaging technique, which, when compared to 

other imaging modalities, has shown promising results in the 

proper detection and diagnosis of health problems in patients. 

Furthermore, Temporary exposure to MR environment poses no 

recognized health risks. Thus, MRI is a useful tool for human 

brain tumor access. Magnetic resonance imaging (MRI) image 

anomaly detection by hand is a time-consuming and difficult 

task [2]. Tumors require rapid medical attention, which is 

difficult to detect using manual seg- mentation. Brain tumor 

segmentation is best diagnosed by using artificial segmentation 

algorithms with higher dice score coefficient [3].  
 

The edges of the tumor are typically hazy, and the tumors may 

expand into adjacent parts of the brain, making it difficult to 

distinguish the afflicted tissue from the healthy tissue 

surrounding it. Delineating tumor boundaries manually in MRI 

data is immoderate task and prostrate to inaccuracy. 

Segmentation of brain tumors automatically incorporating MRI 

scans would overcome these obstacles by determining the type 

and precise location of tumors. Early tumor treatment can cure 

patients. Deep learning (DL) algorithms have played a critical 

role in the efficient segmentation of brain tumors in recent 

research focused on the establishment of efficient and accurate 
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automated segmentation approaches. Convolution Neural 

Networks (CNNs) are the most prevalent and well-known DL 

models because of their weight-sharing nature, which allows 

them to learn dense properties from training data [4]. DL-based 

brain tumor segmentation has caught the interest of researchers 

because of these benefits [5]. Patch-based CNN [6], multi-scale 

diagnostics CNN [7], DCNN [8], a fully convolution-based 

CNN (FCNN) [9] based on patches, and models for tumor 

segmentation based on the U-net are all relevant works. Image 

content and label correlation are reduced by using only a small 

section of the scan as a CNN information and categorizing a 

unique class to each patch [10]. However, probability 

distributions can be predicted using an enhanced variation of 

the CNN known as FCNN by pixel rather than by patch [11]. 

This improvement allows FCNN to anticipate the full image in 

a single forward pass by taking a full-sized image. Existing DL-

based approaches, despite recent developments, are grown 

computationally expensive due to the use of numerous 

convolution layers and kernels. Consequently, the need for a 

more effective approach for identifying and segmenting tumors 

using less memory and processing resources is still present [12].  
 

The purpose of this research is the development of a framework 

for instance segmentation that is comparable in terms of ease of 

use. Since accurate recognition of all objects in a picture and 

precise segmentation of each instance are required for instance 

segmentation, it is an arduous assignment to accomplish 

successfully. The Semantic-segmentation and object detection 

are thus combined in this work, with the purpose of classifying 

and localizing individual items using a bounding box in the 

classical computer vision tasks. Object detection is used to 

classify and localize objects using bounding boxes as shown in 

figure.1.  

 

Figure 1. The simple CNN for semantic segmentation 
 

Using MRI scans, we provide in this study a method for 

automatically detecting and segmenting brain tumors. 

Comprehensive training of a ConvNets is accomplished using 

the multitask loss function and the residual U-Net model [13] 

with dense residual blocks and skip connections, both of which 

are derived from the residual block and skip connection features 

of the model.                                 
 

The Dense-ResUNet consists of dense convolutional blocks 

nested within each other and a Residual connection in the U-

Net model. Prior to fusion, it is possible to connect the encoder 

and decoder feature maps using nested dense convolutional 

blocks (NDCBs), allowing many levels of features to be 

completely utilized. The deep traditional CNN network 

problem can be addressed using residue blocks and skim 

connections, images that can be used to get information about 

the pixels and skip the link. In order to demonstrate the model's 

efficacy, we used multiple quantitative measures using publicly 

available kaggle brain tumor datasets [14]. In recent re- search, 

a Residual U-Net model was used to detect as well as segment 

3D brain pictures [15], oral illness [16], breast and lung tumors 

[17, 18]. The following are the most significant contributions 

made by the planned work: 
 

1. MRI brain tumors can be accurately segmented and 

classified even in the existence of noise, distortion, and bias 

field-effect fluctuations in the raw images, by applying pre-

processing steps to the proposed method.  

2. Due to the lack of a boundary box and the obfuscation of 

ground truths (GTs) in publicly available information, we 

created annotations that are required for training the 

proposed model. 

3. The precise detection and segmentation of tumour regions 

using a DenseNet-based ResU-Net that operates end-to-

end. 

4. In order to demonstrate the framework's resilience, we ran 

extensive tests on kaggle MRI brain tumour datasets, 

comparing the findings to those produced by other existing 

techniques.  
 

░ 2. LITERATURE SURVEY 
The development of an automated model is an important 

innovative field because of the high clinical value and 

complexity of the brain tumor. This section provides a brief 

overview of current efforts to identify and categorize 

malignancies of the brain using MR images. The comparison of 

DL-based methods to the segmentation of medical imagery has 

showed promise in recent years [19]. A more robust feature 

vector can be generated by autonomously learning complex 

feature representations from training data. Down-sampling and 

a fully linked CRF network were utilized as post-processing in 

the Kamnitsas et al. [20] 3D CNN design, which considers 3D 

patches and global contextual information. The authors [21] 

proposes an extended DeepMedic with residual connection for 

tumor segmentation. To categorize the individual patches in 

MRI images, CNN-based approaches for brain tumor 

segmentation use small regions from the images to segment 

them [22]. Using FCNNs to segment both natural and medical 

images has showed promising results over the last few years 

[23]. FCNN uses convolutional kernels rather than layers that 

are not fully connected. The image's original size can be 

recovered by the use of up-sampling and de-convolution layers. 

Furthermore, end-to-end training is performed on the model and 

is highly efficient than patch-level classification approaches. In 

image segmentation, the encoder-decoder framework is a 

common one. The image's pixels are generalized to a 3D 

distribution during the encoding task, and the image's details 

and spatial dimensions are gradually restored during the 

decoding process. As a result, the encoder-decoder structure 

enables complete semantic segmentation of the image [24]. To 

minimize image size and broaden the receptive area of the 

Convolutional neural networks, they use pooling and followed 

by up-sampling to the initial in semantic image segmentation. 

As part of the procedure, certain image details are lost [25]. A 
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U-net architecture, developed by Oktay et al. [26], has attention 

gates that automatically adjust focus to different-sized target 

structures. During training, the target region's attention density 

increased, while background region's attention density 

decreased, improving segmentation accuracy. Don et al. [27] 

segmented tumors using a U-net CNN architecture minor 

modifications. They improved segmentation accuracy by 

combining artificial data augmenting with a loss function based 

on dice. Using encoder–decoder architecture revealed the 

sectioning out of the tumor from the brain's regular neurons on 

a pixel-by-pixel basis was demonstrated in [28]. SegNet 

architecture with a depth four encoder and a VGG16 feature 

map generator was utilized to generate feature maps, and non-

linear up-sampling was conducted. Dice scores of 0.931 on 

average were obtained using this method, which does not 

require any post-processing.  

 

The researcher in [29] proposed a SegNet for automatic brain 

tumor segmentation after post-processing. First, the inputs are 

normalized and bias field corrected to reduce undesirable 

artifacts, improving segmentation performance. Each of the 

four MRI modes is trained separately using SegNet. The 

encoder (downsampling) and decoder (upsampling) 

(upsampling). The encoder employs 13 convolutional layers 

with three-dimensional (3x3) filters, BN, ReLU, and max-

pooling layers with two-dimensional (2x2) filters. The decoder 

has 13 Convolutional layers, which correspond to the layer 

count upon the encoder. Decoder high dimensionality features 

are given to softmax layers for class pixel classification. The 

approach attained 85% accuracy for the total tumour, 80% for 

the core tumour, and 79% for the augmenting tumor [30]. The 

Mask Region-based CNN (Mask R-CNN) approach [31] to 

bounding-box object detection focuses on a manageable 

number of potential object regions [32] and assesses 

convolutional networks [33] separately on each RoI. To forecast 

a segmentation mask, each RoI has a tiny FCN applied. It is 

easy to set up and train Mask R-CNN using the Faster R-CNN 

framework. As a result, a fast system and rapid experimentation 

are possible. Residual blocks [34], added by researcher to the 

UNet, aid in the extraction of additional characteristics at each 

layer. Res-UNet is frequently used as a foundation model for 

numerous Deep Learning architectures because of its superior 

performance and efficacy in feature extraction [35]. Recent 

segmentation techniques have been developed to address the 

CNN redundancy problem by assigning a class label to each 

pixel and modify the architecture to Fully Convolutional 

Network (FCN). Each of the image's local blocks is classified 

by a U-shaped design with expanding and contracting routes.  
 

This method requires a huge number of training brain scans in 

order to successfully segment the brain, however GPU memory 

limits the number of images that can be used, and pixel-wise 

computations result in long processing times. The authors in 

adopted a similar architecture to Unet's, but modified the layers 

of contraction and extending routes accordingly. In the original 

U-shaped FCN, they recommended residual blocks instead of 

convolute blocks. Each of the blocks comprises two 

convolutional units, a layer of BN and PReLU activation 

function. These strategies improve segmentation outcomes but 

require excessive pixel-wise computing time. The Figure 2 

shows U-Net architectural representation for process of image 

segmentation. 
 

To overcome limitations recognized in CNN, FCN, and 

ResNets, this research employs CNN based RB-ResNets The 

idea behind RB-ResU-Nets is to add the layer's output to its 

input. This minor modification helps deep network training 

since they have parallel shortcut connections to convolutional 

layers. This study presents a segmentation network with multi-

modal nested dense ResU-Nets and tests its efficiency on freely 

available database of brain tumors. The objective of this article 

is, with the use of their mask images, learn to distinguish 

between MRI brain images with and those without tumors by 

using a classifier, and segment the tumor from normal brain 

tissues. 

 

Figure 2. The Image Segmentation U-Net Architecture 
 

░ 3. METHODS AND MATERIALS 
This section depicts the detailed outline of our proposed method 

CNN-based ResU-Net architecture in detecting brain tumors. In 

addition, this part explains the dataset, preprocessing methods, 

and further implementation details of the Dense CNN-based 

ResU-Net with dense residual blocks. Figure 3 illustrates the 

proposed methodology's workflow. The presented DL approach 

uses CNN-based RB-ResUnet to accurately locate, segment, 

and classify brain tumors. Our goal is to detect a brain tumor in 

an MRI image without manual intervention.  

 

Figure 3. The Flow Diagram Proposed Methodology 

MRI-induced noise and artifacts are removed from the input 

images before they are used in the further analysis. Then the 

model is trained using ground truth segmentation masks. 

Following that, a proprietary ResU-Net model is employed to 

determine the location, classification, and segmentation of 
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tumors. The ResNet50 CNN based pre-trained model is adopted 

in the exploitation of raw artifacts from the input brain image. 

The image's complex structure can't be captured by a shallow 

convolution structure, yet the stack's deep convolution and 

redundant structure cause gradients to disappear and tear. 

Instead of making a connection, we utilize a residual unit to 

extract pixel data from the image to circumvent standard DCNN 

network difficulty. Figure 4 depicts the structure of the residual 

unit. 

3.1 MRI Brain Dataset 
The suggested approach is evaluated and verified on the Kaggle 

Multimodal Brain Tumor Segmentation dataset. There are 352 

images of tumours in the brain and 139 images of healthy 

people in the dataset. To ensure accuracy, the expert labels the 

ground truth on each of the large MRI scans. There are four 

labels for distinct forms of brain tumors in our suggested model: 

no tumour (labelled 3), pituitary tumor (labelled 2), 

meningioma tumor (labelled 1), and glioma tumor (labeled 0). 

Glioma, meningioma, and a pituitary brain tumor can all be 

shown in MRI images in figure 4. 

 

Figure 4. MRI Brain Tumor types 
 

3.2 Data Preprocessing 
One of the most well-known effects on MR Imaging scans is 

inclination field contortion. Each individual patient underwent 

four MRI scans. We used the N4ITK technique, to rectify bias 

field distortion. Patient-to-patient variability exists with regard 

to the intensity distribution. As a result, we apply intensity Z-

score intensity normalization method on an individually 

sequenced basis to normalize pixel level intensities among 

patients. After that, the extracted patches are normalized with 

each MRI brain images in order to have mean of zero with an 

equal variance and can be computed as in equation (1). 

 𝑍′ =
𝑍−𝜇

𝛿
    (1) 

where ‘z’ is the input image, ‘z’ - normalized scan, ‘μ’ reflects 

the image's median value and ‘δ’- standard deviation of the 

image data. 
 

3.3 Train, Test and Validation dataset allocation 
Three subsets of the MRI brain dataset have been created for 

the purpose of training, validating, and testing. In order to test 

the suggested model, the training data is used. Hyper-

parameters of the model that is produced from the training set 

are fine-tuned using the validation set. Indirectly, the validation 

process has an effect on the resulting model. The test set is a 

part of database that is used to objectively evaluate the model 

that was constructed. Accordingly, 10% of the dataset was 

randomly assigned to the test set. The validation set receives 

10% of the remaining dataset and the model is trained with 

remaining 80% of data. The implementation of database split up 

as in figure 5. 

 

Figure 5. MRI Brain Tumor Dataset Split into Train, Validate and 

Test Set 
 

3.4 Annotations 
The Ground Truth (GT) mask on each MRI picture helps the 

trainer identify the tumor part. The MRI images are annotated 

using the VGG Image Annotator (VIA). Figure 6 is a 

comparison of the raw image and its GT counterpart. When the 

interpretations of VIA are saved in a JavaScript Object Notation 

file, a region value of 0 or 1 is assigned to each of the tumor 

polygon points. For a tumor region, pixels inside the enclosing 

polygon get a value of 1, while outside pixels are assigned 0 

value. For each MRI image used in training, this file is utilized 

to create a mask image. 

 

Figure 6. Raw MRI Brain Image with GT Mask 
 

3.5 ResNet-50 CNN Classification Model 
One of the DCNN models is ResNet50, also known as Residual 

Network with 50 convolution layers. To make our proposed 

model more accurate, the Resnet50 model is utilized as a base. 

Microsoft launched the residual network in 2015. The Resnet50 

model has demonstrated success in biomedical data with 

effective brain tumor classification results. But a degradation 

problem emerges as the layers count in a deep nets increase. 

Moreover, layer's weights cannot be updated effectively to the 

subsequent layer. In addition to the standard convolutional 

layers, ResNet50 employs short connections to circumvent this 

issue. The residual building block unit seen in figure 7 has a 

short connection. The H(X) is the residual block's output 

expression is represented in equation (2). 
 

F(X) = H(X) - x     (2) 
 

Equation (3), for the stocked nonlinear weight layer F(x) is 

shown below: 
 

H(X) = F(X) + x     (3) 
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Figure 7. The Residual unit framework 
 

Input, Padding, Convolution, Batch Normalization, Activation 

(ReLu), and Max Pooling are the layers that make up the 

residual network in our research study. Besides these, the model 

has been enhanced with extra tiers. Averaging, Flattening, 

Dense Dropout and Flattening are the four additional layers that 

are being added to enhance the hyper-parameters count that may 

be trained. Each individual convolution layers includes feature 

maps. The ReLu activation function expresses semantic image 

properties with content and space when the convolution kernel 

scans a pixel in the image for feature extraction as in equation 

(4). 
 

Yj m+1= f(tim+1 + ∑ Xim * kijm+1)               (4) 
                               iεej 

 

Where, input feature ‘Xi’ in layer (l+1) is represented by ‘Yj’, 

‘f’- ReLU (rectifier linear unit) activation function, ‘ej’ 

represents input eigen-matrices, ‘*’ - convolution operation, 

and ‘k’ - convolution kernel. Image characteristics can be 

reduced in dimension using the Max pooling layer to transmit 

high-level content and semantics operation in equation (5). 

 

Yj 
m+1

= f (tj

m+1 + Xj

m ⨂ kj

m+1
)        (5) 

Where, max pooling layer operation is indicated by ‘⨂’ in the 

CNN structure. Lastly, as the prediction layer, the fully 

connected layer employs the maximum likelihood function to 

perform MRI brain image classification. Figure 8. illustrates 

ResNet50 architecture in classifying the tumor. 
 

 
 

Figure 8. The ResNet-50 architecture. 

 

3.6 CNN – Based MRI ResU-Net Segmentation 

Method 

The segmentation model CNN-based RB-ResUnet is a hybrid 

model that combines the benefits of both U-Net and ResNet 

models in a single model. The residual unit reduces the hyper-

parameters needed to train the CNN by skipping connections 

between low and high levels of the network. The ResU-net is 

made up of three separate pathways. 

 

 
 

Figure 9. CNN-based RB-ResUNet architecture. 

There are three ways to represent data: encoding, which 

compresses the input, and decoding, which does the reverse and 

organizes the representation by pixels. Then there's the Bridge, 

which connects the two channels. The decoding which is 

opposite of encoding and categorizes the representation in a 

pixel-wise form and the bridge which joins the two paths 

together are the three main components of the system. Each 

residual unit consists of dual 3x3 convolution blocks, ReLu, 

Batch normalization, convolution and pooling layers and 

identity mapping.  
 

Figure 9 shows the CNN-based RB-ResUnet architectural 

representation for segmenting the region of brain tumor. 

 

░ 4. EXPERIMENTAL RESULT 
This part delves deeply into the analysis and discussion of the 

data gathered. We conducted experiments publicly available 

kaggle datasets of MRI brain scans. The proposed methodology 

employs two distinct deep NNs, ResNet50 and ResU-net, as 

cornerstone networks for autonomously learning deep the 

intricacies shown by training images and localization of tumor 

area in MRI brain scan.  
 

4.1 Results and Analysis 
In order to segment the brain tumor, we employ a CNN-based 

RB-ResUNet. When used with brain masks, it can identify the 

ROI on MRI scans, which allows it to isolate the brain tumor 

from its surrounding areas. At first, we used ResNet-50 model 

to identify and classify the tumor type as, glioma, meningioma, 

pituitary brain tumor or no tumor with predicted mask. When 

there is no tumor, then the Boolean variable has_mask = 0 or 1 

if there exists the tumor. Figure 10 represents the outcome of 

prediction model. 
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Secondly, based on the outcome of the ResNet-50, if there exists 

the tumor in the brain, then we used our proposed model CNN 

based RB-ResUnet to segment and localize the tumor’s ROI of 

affected area in the MRI scan of brainstem cerebrum. The 

segmented model is trained on MRI scans after extracting ROI 

along with tumor’s masks from the ResNet-50.  

The section 4.2 illustrates the data visualization of RB-ResUnet 

segmentation model. To assess the CNN based RB-ResUnet 

model's performance, accuracy and error rate are examined in 

this section. 

 

Figure 10. ResNet-50 Predicting the Category of Tumor Type 

An Accuracy of 96.8 percent was achieved by evaluating our 

Kaggle MRI brain dataset against the model with the increase 

in number of epochs and less error rate. 

4.2 Output Data Visualization 
Figure 11 illustrates a portion of the processed dataset. It 

displays the raw MRI brain tumor picture, with the Artificial 

Intelligence (AI) predicted mask after implementing and trained 

our proposed system on dataset after ResNet-50 classification 

model.  

The R B-ResUNet improves the accuracy of outcomes by 

making use of the model as in figure 12. 

 

Figure 11. The ROI localization of tumor from MRI scan by RB-

ResUNet Model. 

 

Figure 12. Training vs validation metrics with epochs = 25 

4.2 Performance comparison with other existing 

methodology 
Table 1 compares the proposed method’s overall accuracy to 

some selected work from the literature, based on the results 

stated in their published papers, in order to provide additional 

insight on the results. In comparison to earlier research, our 

strategy yielded significantly higher accuracy on Kaggle Brain 

MRI dataset. 

░ Table 1. Comparative Analysis with Existing 

Technologies 

Application Methodology adopted Accuracy 

obtained 

Author [31] Deeper Residual block 

Learning Network 

90% 

Author [12] BU-Net architecture 91% 

Author [22] ReSoU-network 87.6% 

CNN based RB-

ResU-net (ours) 

Deep Residual U-Network 96.8% 

 

░ 5. CONCLUSION 
The major objective of this investigation is to develop an 

efficient autonomous brain tumor segmentation and localization 

system with a high degree of accuracy, performance, and 

simplicity. To begin, the usual classification of brain tumors is 

accomplished using a CNN along with ResNet50 architecture. 

The classification results in a determination of whether a tumor 

exists or not. When the tumor exists, our model also classifies 

the tumor type as glioma, meningioma or pituitary tumor. 

Although the complexity is low, the calculation time is lengthy, 

the accuracy is likewise lengthy. Additionally, to localize the 

tumor in the given image and to draw an edge around it, another 

segmentation technique, namely CNN based RB-ResUNet 

segmentation, is used to carry out the suggested scheme’s 

localization of the tumor. The results display brain MRI scans 

with the tumor’s projected location in the form of a mask.  The 

accuracy of the training is 97.8 percent. Due to the critical 

nature of the physician’s diagnosis, the overall accuracy of the 

physicians will aid in diagnosing the tumor and treating the 

patient with enhanced precision using the proposed method. 
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