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░ ABSTRACT- The vertebral compression fracture represents the vertebral body deformity appeared over lateral spine 

imageries. In order to evaluate the vertebral compression fracture (VCF), the vertebral compression ratio (VCR) has to be accurately 

measured. In most of the existing vertebral segmentation approaches, degraded accuracy, increased possibilities of error and time 

complexity are found to be the major drawbacks. Hence to conquer these issues and to enhance the overall segmentation 

performance, rapid automated vertebral segmentation approach is proposed for evaluating the VCR. Initially the reconstructed spine 

X-ray images are collected and directed over the Hybrid UDA Net architecture from this model, the features are extracted using 

encoder section of U-net architecture through the adoption of channel attention layer (CaL) and hybrid attention dilated Quantum 

convolutional layer (HaDQcL). The segmental outcomes are accomplished through the decoder section of U-Net. Based on the 

extracted features given as the input, exact segmentation of spinal images is attained using Twin attention mechanism called Gated-

decoder attention module (GDAM). Through GDAM, the segmented spine X-ray images are obtained with effective results through 

the fusion of spatial and channel features in decoder attention module. The losses in the neural network are optimized using Amended 

pelican optimization algorithm (APoA). The diverse stages of VCF are finally analysed through VCR evaluation. The overall 

accuracy of 98.41%, F1 score of 96.75% and specificity of 99% is obtained by the proposed model whereas the performance is 

analysed using PYTHON. On comparison of proposed and existing models, the proposed model through segmentation and VCF 

diagnosis are highly superior. 
 

Keywords: Deep learning; Reconstructed Spine X-rays; Vertebral compression; Spatial and Channel features; Loss Optimization; 

Segmentation. 

 

 

 

░ 1. INTRODUCTION   
On account of minimized bone density and bone structure 

degradation, Osteoporosis is characterized as a complex clinical 

problem especially among the elderly people [1]. It is an age 

related metabolic skeletal disease whereas the pathological 

process is generally influenced by complex aspects like 

systemic hormones, life conditions, hereditary regulators and so 

on [2-3]. Simultaneously, the brittle fracture risk gets expanded 

widely through Osteoporosis and among this, vertebral fracture 

is considered to be one of the most difficult fracture types [4]. 

Patients suffering from Osteoporosis are subjected over brittle 

fractures and it is analysed that 50% of women and 20% of men 

who crossed 50 years of age gets affected more. Misdiagnosis 

and late analysis can be fatal over patients and approximately, 

1.5 million vertebral compression fractures (VCF) are 

generated per year in United States.   

The clinical examination of VCF is analysed through spinal 

images collected from patients who present back pain followed 

by the fracture in lumbar or thoracolumbar vertebra [5-6]. The 

VCF treatment differs on the basis of fracture type or kyphotic 

angulation evaluated over plain lateral radiographs [7]. The 

treatments are generally indicated if the actual vertebral height 

loss is estimated above 40% and kyphosis as above 30 degrees. 

A deformity of vertebral bodies analysed on lateral spine 

imaging possess to be common difficulties of Osteoporosis that 

frequently leads to spinal deformity, back pain, functional 

inability and every tends to death [8-9]. Hence, they are 

considered as one of the most threatening diseases which 

maximizes the economic society burden [10]. The major 

clinical perspective of VCF is compression, collapsing, 

vertebral body wedging and generally exposing lumbago.  
 

Medical images captured in the form of X-rays, CT and MRI 

images allows VCF diagnosis [11]. As spinal X-ray images 

consists of lateral and anteroposterior exposures of vertebrae, it 

acts as a basic diagnostic modality in case of VCFs as it 

promotes imaging modality accessibility speed over clinical 

practices [12-13]. Prominent determination of VCFs is often 

considered as a conservative treatment failure [14]. Hence an 

efficient, reproducible and reliable radiographic evaluations are 

required for better clinical decision making. There are diverse 

radiographic evaluation parameters including anterior vertebral 

body compression percentage, Cobb angle and vertebral 

compression ratio (VCR).  The typical index for VCF diagnosis 

Vertebra Segmentation Based Vertebral Compression Fracture 

Determination from Reconstructed Spine X-Ray Images 

  

Srinivasa Rao Gadu1 and Chandra Sekhar Potala2   
                                                                                                 

1GITAM School of Technology, GITAM Deemed to be University; sgadu@gitam.edu 
2GITAM School of Technology, GITAM Deemed to be University; cpothala@gitam.edu 

 

*Correspondence:   Srinivasa Rao Gadu; sgadu@gitam.edu 
 

ARTICLE INFORMATION 

Author(s):  Srinivasa Rao Gadu and Chandra Sekhar Pothala 

Received: 25/04/23; Accepted: 01/12/23; Published: 26/12/2023; 
e-ISSN: 2347-470X;  

Paper Id: IJEER_DB_2023_04; 

Citation: 10.37391/IJEER.110445 

Webpage-link: 

https://ijeer.forexjournal.co.in/archive/volume-11/ijeer-110445.html 

 

Publisher’s Note: FOREX Publication stays neutral with regard to 

Jurisdictional claims in Published maps and institutional affiliations. 
 

https://www.ijeer.forexjournal.co.in/
https://doi.org/10.37391/IJEER.110445
https://ijeer.forexjournal.co.in/archive/volume-11/ijeer-110445.html


  International Journal of 
                  Electrical and Electronics Research (IJEER) 

Open Access | Rapid and quality publishing                                    Research Article | Volume 11, Issue 4 | Pages 1225-1239 | e-ISSN: 2347-470X 

 

1226 Website: www.ijeer.forexjournal.co.in                Vertebra Segmentation Based Vertebral Compression 

is VCR that represents the ratio of normal or abnormal anterior 

vertebral height (AVH). The AVH estimation acts as a standard 

spinal disorder diagnosis like VCF or scoliosis.  
 

Across multiple studies, AI (Artificial Intelligence) has become 

popular in medical imaging applications that demonstrated 

exceptional performance and positive outcomes [15-16]. 

Recently, the deep learning (DL) strategy has obtained greater 

attention towards automatic capability in critical feature 

extraction [17-18]. In specific, the process becomes quite easier 

to analyse the huge complex data. The DL models like CNN 

(Convolutional Neural Network) [19] and LSTM (Long Short-

Term Memory) [20] are employed in multiple research studies 

which possessed a generalized performance and efficient 

processing of medical images. To conquer the short comings of 

manual VCR estimation, an efficient algorithm that segments 

the vertebral bodies and evaluates VCR automatically has been 

proposed to minimalize the observer variability and to promote 

better reliability and reproducibility.  
 

The VCF influences most of the individuals across worldwide 

and they are most commonly occurring among elderly people. 

The VCFs have the tendency to generate significant morbidity, 

disability and incapacitating back pain for a long period of time. 

For an efficient detection of VCF, appropriate segmentation of 

spinal x-ray images has to be carried. As mostly, the 

observations are done manually by the clinicians, there are lot 

of chances in measurement value variations. Also, the technical 

quality of radiograph and succeeding interpretation capability 

of clinicians can be influenced. The likelihood of mis-diagnosis, 

delayed observations and inter observer variability gets 

maximized through manual evaluation of compression ratio. 

The VCR detection standard is found to be hard to analyse 

because deformity evaluation varies on account of scan 

portions, way of estimation and vertebral body deformity after 

abnormal conditions.  
 

Recently, considerable number of researches has been carried 

using DL methodologies to attain improved performance 

compared to machine learning approaches in spinal disease 

diagnosis assistance. Even though, more researches are carried 

for VCF diagnosis, exact segmentation of vertebra cannot be 

attained through the estimation of in-vertebral disc height and 

vertebral body height. It is highly difficult to notice the minute 

radiography variations. Most of the system models are costly, 

less reliability and reproducibility. Because of image size and 

pixel spacing variations among patients, there are more chances 

for error occurrence. Hence to overcome the complexities, an 

automated VCF identification system with VCR evaluation is 

perceived to promote improved outcomes through effective 

vertebral segmentation.  

 

A novel technique called Hybrid UDA Net based DL 

framework is proposed for the precise segmentation of 

reconstructed spinal X-rays. Some of the prospective 

contributions for promoting the overall accuracy are described 

as follows. 
 

• To introduce a novel Hybrid UDA Net for extracting 

valuable features and to segment the vertebral images using 

reconstructed spine X-rays.  

• To extract the significant features using CaL and HaDQcL 

through the integration of attention mechanisms and 

quantum layers whereas the segmentation is carried through 

twin attention mechanism.  

• To optimize the loss functions using Amended pelican 

optimization algorithm and to analyse diverse stages of VCF 

through VCR evaluation.  

• To analyse the overall performance of proposed VCF 

diagnosis model by estimating certain metrics like accuracy, 

sensitivity and specificity to prove its efficiency by 

comparing the outcomes with existing methodologies. 
 

Rest of the details are organized into diverse sections which are 

described as follows. Section 2 signifies the related existing 

research works done by various authors in vertebral 

segmentation. Section 3 labels the work flow of proposed 

methodology carried through different steps for feature 

extraction, segmentation and VCF evaluation. The outcomes 

and performance analysis of vertebral segmentation based on 

DL model is presented in Section 4. Section 5 renders the 

conclusion of proposed work pursued by future scope with 

references. 

  

░ 2. RELATED WORKS 
Relying upon vertebral segmentation, most of the researchers 

have proposed diverse methods to yield accurate results. The 

works analyzed through some of the substantial segmentation 

techniques are surveyed as follows.  
 

The ability of CNN was evaluated in Monchka et al. [21] for 

generalization between General Electric (GE) dual energy and 

GE single energy vertebral fracture assessment scan modes. The 

imageries attained from Manitoba Bone Mineral Density 

Program was exported in both dual and single energy modes. 

The presence and absence of fracture were classified effectively 

through the adoption of modified algorithm-based qualitative 

(mABQ) technique. Better performance was analysed in 

training the CNN simultaneously over both Single and dual 

energy. The single energy evaluation dataset has attained 90.6% 

of accuracy and dual energy evaluation dataset has obtained 

92.3% of accuracy.  
 

Kong et al. [22] presented CNN based prediction model called 

DeepSurv for determining the vertebral fractures. The proposed 

study included 1595 participants of 50 to 75 years old with at 

least two lumbosacral radiographs without existing fractures. 

Here the vertebral fractures were analysed based on the positive 

and negative cases. The performance was analysed on the basis 

of concordance index (C-index) which are then compared 

between DeepSurv, Cox proportional hazard (CoxPH) 

approaches and Fracture Risk Assessment Tool (FRAX). The 

C-index of CoxPH falls to be 0.594, FRAX had attained 0.547 

and DeepSurv had attained 0.612 whereas DeepSurv model 

showed better performance.  
 

https://www.ijeer.forexjournal.co.in/
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The CT radiography and DL approaches were integrated for 

predicting osteoporotic CT images. In the research work 

proposed by Hu et al. [23], the CNN model was utilized for 

classification and network weights were updated through Adam 

optimizer with the integration of exponentially weighted 

moving average gradients methods and momentum. The model 

accuracy of 83.9% was obtained in subsequent fracture 

prediction and 88.3% was obtained in case of receiver operating 

characteristic (ROC)–area under curve (AUC) over the 

consideration of whole testing dataset. The presented model can 

able to predict osteoporotic VCF using CT images in an 

accurate and unbiased manner.  
 

Iyer et al. [24] presented three-dimensional localization of 

lumbar spine and thoracic portions through the adoption of deep 

reinforcement and imitation learning. Around the coronal entre, 

the localised portions are then separated into two dimensional 

sagittal slices. All slices are then separated into patches and in 

that CNN is trained to analyse the compression fractures of 

spinal region. After the process of localization, the accuracy of 

80%, specificity of 80.73% and sensitivity of 79.87% were 

attained in VCF detection from fivefold cross validation. The 

outcomes of VCF detection were analysed in case of 3 layered 

and 6 layered CNN. Effective localization performance can be 

attained but the training ability was very less.  
 

The performance of vertebral compression measurement and 

vertebral body segmentation model were demonstrated by Seo 

et al. [25] with VCF diagnosis using X-ray images. The residual 

recurrent U net model was employed for segmenting vertebral 

body. The average accuracy of 98.7%, average dice similarity 

coefficient of 92.3% and sensitivity of 93.4% were obtained. 

Linear regression and multi-scale residual dilated blocks were 

employed for detecting VCF whereas the mean absolute error 

of 2.637 was attained. Error rates can be effectively minimized 

but degraded results were attained due to inefficient pre-

processing of X-ray images. Table 1 shows the analysis of 

existing VCF detection-based models. 

 

 

░ Table 1: Analysis of VCF detection-based models with its merits and demerits 
 

Author name 

and 

Reference 

Technique 

 used 

Objective Merits Demerits 

Performance (%) 

Monchka et al. 

[21] 
mABQ 

To assess the capability of 

CNN to generalize GE dual 

and single energy vertebral 

fracture assessment scan 

modes. 

- Better 

generalization 

performance. 

- Highly feasible 

over manufacturer-

independent models 

-Complex to handle 

huge datasets 

-Consumes more 

time. 

Ac curacy- 90.6 

(single energy 

evaluation dataset) 

Accuracy- 92.3 (Dual 

energy evaluation 

dataset) 

Kong et al. 

[22] 

DeepSurv To develop a fracture 

prediction model using DL 

with longitudinal data to 

promote better efficiency. 

Prediction of 

osteoporotic fracture 

from spine 

radiographs are 

efficient. 

The model 

performance was 

degraded due to the 

small test set 

selection bias. 

C-index-0.612 

Hu et al. [23] CNN with Adam 

optimizer 

To generate DL based 

model for predicting 

successive osteoporotic 

VCF using CT images. 

-Tends to be a better 

application prospect 

-Promote effective 

Higher onset time in 

handling data 

Accuracy- 83.9, ROC-

AUC- 88.3 

Iyer et al. [24] CNN with 

markov decision 

process and deep 

Q learning. 

To accomplish 3D 

localization of lumbar spine 

and thoracic regions for 

effective VCF detection. 

-Better localization 

performance 

- Cost effective 

-Training ability was 

less 

-Increased 

computational 

complexity 

Accuracy-80%, 

Specificity-80.73% 

and Sensitivity-

79.87% 

Seo et al. [25] Residual 

recurrent U net 

model and 

Linear 

regression  

To perform vertebral body 

segmentation and vertebral 

compression evaluation 

using X-ray images.   

Effective 

minimization of error 

rates 

Degraded VCF 

detection outcomes 

due to quality less 

images. 

Accuracy-98.7, 

Average dice 

similarity coefficient-

92.3, sensitivity-93.4 

and MAE- 2.637 

 

 

 

 

https://www.ijeer.forexjournal.co.in/


  International Journal of 
                  Electrical and Electronics Research (IJEER) 

Open Access | Rapid and quality publishing                                    Research Article | Volume 11, Issue 4 | Pages 1225-1239 | e-ISSN: 2347-470X 

 

1228 Website: www.ijeer.forexjournal.co.in                Vertebra Segmentation Based Vertebral Compression 

When examining the related surveys over existing approaches 

in accordance to vertebral segmentation, various complexities 

that adversely influence the segmentation performance are 

emerging. The limitations include inaccurate vertebral 

segmentation due to non-effective consideration of relevant 

features. Because of increased feature complexity, less ability 

is seen in handling training data and high processing time is 

required for evaluating the performance. The outcomes of VCF 

evaluation are degraded because of processing low quality 

images. Due to the existence of these difficulties, performance 

of vertebral segmentation and VCF evaluation using vertebral 

images are affected. To overcome the complexities of existing 

approaches and to enhance the segmentation accuracy, a novel 

DL method is proposed in this research article to obtain efficient 

outcomes. 

 

░ 3. PROPOSED METHODOLOGY  
The accurate vertebral segmentation could assist in identifying 

exact compression fracture and progress evaluation. Automatic 

vertebra segmentation is highly desirable as manual 

segmentation tends to be time consuming and cumbersome. 

Automatic process can support the clinicians to assess and 

minimize misdiagnosis generated by human error. As the 

requirement of exact VCF diagnosis is essential in the recent 

days, an accurate segmentation of spinal images is essential to 

measure VCR. For rapid accurate segmentation with minimized 

time consumption and to generate effective outcomes, DL based 

approach is employed. In this research, an automated DL based 

vertebral segmentation and VCF stage analysis through VCR 

estimation using reconstructed spine X-rays. Figure 1 

demonstrates the overall architecture of proposed research 

model 3.1 Subsection. 

 
Reconstructed Spine 

X-ray images

Hybrid UDA Net model 

Channel attention layer

Hybrid attention dilated 

Quantum convolutional 

layer 

Encoder Decoder

Gated attention module

Decoder attention 

module

Features

Loss optimization using 

Amended pelican 

optimization algorithm 

Segmentation outcomes

Vertebral 

compression 

fracture evaluation 

using vertebral 

compression ratio

No fracture

Mild

 Moderate 

Severe deformity

 
 

Figure 1: Block architecture of overall proposed model 
 

The diverse steps involved in VCF diagnosis are data 

acquisition, vertebral segmentation and VCF diagnosis. After 

the collection of data from reconstructed spine X-rays, the 

features are extracted from the encoder section of U-net using 

CaL and HaDQcL. Based on the extracted features given as the 

input, exact segmentation of spinal images is attained using 

Twin attention mechanism called GDAM. The losses in the 

neural network are optimized using APoA whereas the diverse 

stages of VCF are finally analysed through VCR evaluation. 

The proposed Hybrid UDA Net architecture is comprised of 

encoding and decoding branch whereas the encoding branch 

acts as a feature extractor and the decoder branch generates the 

segmentation outcomes. 
 

3.1 Hybrid UDA Net Architecture  
The encoding section utilizes the fundamental residual block 

with two successive convolution layers whereas each 

convolution is pursued by a batch normalization and nonlinear 

ReLU layer. Each residual block is pursued by a 2×2 max-

pooling process. The HaDQcL present in the final layer 

generates the summarized feature outcome as the output of 

encoder. The outcome of summarized features are merged with 

the decoder section insisting the DA network architecture. The 

exact segmentation of vertebral portions are carried through 

GDAM whereas the gated attention module is employed inside 

the skip connection strategy to minimize the semantic gap 

between encoder and decoder. The decoder attention module 

concentrates on spatial and channel features which are then 

merged through fused attention mechanism to obtain refined 

segmentation outcomes. In Hybrid UDA Net architecture, huge 

batch normalization layers are used as it enhances the stability, 

training process speed and standardize the inputs of network 

layers. The block wise explanation of Hybrid UDA Net 

architecture are clearly described in the following sub-sections 

with appropriate figures. Figure 2 demonstrates the architecture 

of proposed Hybrid UDA Net research model. 

 

CaL

CaL

CaL

CaL

HaDQcL

G C RA

G C RA

G C RA

G C RA

Input 

image

Segmented 

image 

Convolutional 

3×3

Batch 

normalization
ReLU

G

Gated 

attention 

module

C Concatenation RA

Residual 

attention 

block

Down sample Up sample

Convolutional 

1×1

 
 

Figure 2: Hybrid UDA Net architecture 
 

3.1.1 Channel Attention Layer 

Every channel relates over a specified semantic response 

whereas diverse channels possess specific assistances to obtain 

significant feature information. The main objective of CaL is to 

enhance the representation capability of network by modelling 

every channel dependency. The features can be altered channel 

by channel and so the network can choose the strengthened 

features owning significant information. By this, the unwanted 

features that contain useless information are supressed 

effectively. Through the addition of CaL for every skip 

connection, the non-significant redundant information can be 

eliminated. Through channel map interdependence leveraging, 

https://www.ijeer.forexjournal.co.in/
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the suitable feature representations can be refined. The channel 

attention (CA) block is employed for simulating the channel 

interdependence. The structure of CA block is provided in 

figure 3. 
 

C×H×W 

Input

Reshape

Reshape

GAP

C×1×1 C×(1×1) 

Reshape

SoftMax

Convolutional 

1×1

C×H×W 

C×1×1 

C×H×W 

Output
Reshape

(H×W)×C 

C×(H×W)

 
 

Figure 3: Structure of CA block 
 

Initially, the input feature map𝐹 ∈ 𝑅𝐶×𝐻×𝑊is reshaped into𝑈 ∈

𝑅𝐶×(𝐻×𝑊) and𝑉 ∈ 𝑅(𝐻×𝑊)×𝐶  correspondingly. The product of 

matrix𝑈and𝑉is divided by√𝐷factor. Finally, the CA map𝑊 ∈
𝑅𝐶×𝐶 is obtained through the application of softmax layer.  
 

𝑧𝑎𝑏 = 𝑆𝑜𝑓𝑡 𝑚𝑎𝑥 (
𝐹𝑢𝑛𝑐(𝐹𝑎,𝐹𝑏

√𝐷
)                                     (1) 

 

From the above expression, the 𝑏𝑡ℎ channel effect 

over 𝑎𝑡ℎchannel is formulated as 𝑧𝑎𝑏, the relation between𝑏and 

every𝑎are estimated by the function 𝐹𝑢𝑛𝑐. The global average 

pooling (GAP) layer is employed to obtain the channel statistics 

of original feature map𝑉 ∈ 𝑅𝐶×𝐻×𝑊channel reduced into global 

spatial data.  The GAP compresses global information and 

attains an attention vector for minimizing the feature 

dimensionality and to extract high level semantic information. 

Through the process of vector encoding, the important features 

can be conserved. The matrix multiplication is executed 

between 𝑊 and 𝑉 which are transformed over 𝑅𝐶×1×1 . The 

obtained outcome is multiplied with the proportional 

parameter𝛿 whereas𝐹 is used after 1×1      convolution for 

summation to attain the final outcome𝑂 ∈ 𝑅𝐶×𝐻×𝑊.  
 

𝐺𝐴𝑃(𝐹𝑚) =
1

𝐻×𝑊
∑ ∑ 𝐹𝑚(𝑎, 𝑏)𝑊

𝑏=1
𝐻
𝑎=1           (2) 

 

From the above expression, global average pooling is 

represented as𝐺𝐴𝑃and  𝑚 = 1,2, . . . . 𝑐, 𝐹 = [𝑓1, 𝑓2, . . . . 𝑓𝑐] 

 

𝑂𝑏 = 𝛿 ∑ (𝑧𝑎𝑏 . 𝐺𝐴𝑃(𝐹𝑚)) + 𝑊0𝐹𝑏 + 𝐵0
𝐶
𝑎=1          (3) 

 

The parameter𝛿 initiates from 0, 𝐵0 denotes the bias and the 

weights 𝑊0 are learnt using training that refers to 1×1 

convolution weight. The above equation indicates the final 

outcome of weighted sum between convolutional feature maps 

and features that emerge from self-attention with GAP. The 

spatial information of all suitable locations are utilized for 

channel correlation modelling and channel relation explore 

through global pooling. 
 

3.1.2 Hybrid Attention Dilated Quantum Convolution 

Layer 

The HaDQcL is comprised of three bottleneck dilated quantum 

convolution modules with diverse dilated rates and one CaL 

module. The bottleneck dilated modules are comprised of 1×1, 

3×3 and 1×1 quantum convolutional layers with a residual 

connection. Through this module, the arbitrary expansion of 

receptive field can be attained without additional parameters. 

The structure of HaDQcL block is illustrated in figure 4. 
 

The quantum convolutional layer applies the pooling and 

convolution layer over quantum systems. The convolution 

circuit determines the hidden state through the application of 

numerous qubits. The pooling circuit minimizes the quantum 

system size and the process is repeated. On considering the 2D 

image, the dilated convolution can be signified as,   
 

𝑔(𝑏) = ∑ ℎ(𝑏 + 𝑑. 𝑚𝑚
𝑚=1 )𝑓(𝑚)                                     (4)  

 

From the above expression, the input signal is signified as and 

the output signal as. The filter with convolutional kernel size is 

indicated as and dilated convolution rate is defined as whereas 

is the standard convolution.  
 

3×3×128 

1×1×256 

1×1×128 

3×3×128 

1×1×256 

1×1×128 

3×3×128 

1×1×256 

1×1×128 

R=2 R=3 R=5

CaLFeatures

 
 

Figure 4: Structure of HaDQcL block 
 

In accordance to the above equation, the convolution kernel is 

denoted as, resultant dilated filter with size whereas. The reason 

for utilizing dilated convolution is to tackle different object size 

simultaneously. The dilated convolutional cascade rate is 

modelled to be 2, 3 and 5 to satisfy the below expression. 
 

𝐷 𝑚𝑎𝑥𝑏 = 𝑀𝑎𝑥[𝑑𝑏 , 𝐷 𝑚𝑎𝑥𝑏+1 − 2𝑑𝑏 , 𝐷 𝑚𝑎𝑥𝑏+1 − 2(𝐷 𝑚𝑎𝑥𝑏+1 − 𝑑𝑏)]     (5) 
 

The dilated rate of 𝑏layer is denoted as𝑑𝑏and maximum dilated 

rate in the𝑏layer is represented as𝐷 𝑚𝑎𝑥𝑏 . On considering 

the convolutional kernel size as 𝑚 × 𝑚 , the target 

is 𝐷 𝑚𝑎𝑥2 ≤ 𝑚 . On cascading numerous bottlenecks dilated 

modules with diverse dilated rates, the multi Zscaler context 

information can be extracted fully whereas the number of 

parameters is effectively minimized. The residual connection is 

added for every bottleneck dilated module that are conductive 

over network optimization. The CA block is employed for non-

linear information fusion of every channel. The non-linear 

function is applied for denoting the context information relation 

of diverse channels and the weights are allotted over multi-scale 

context information for facilitating crucial feature extraction. 
 

3.1.3 Twin attention mechanism  

In the decoder section of Hybrid UDA Net architecture, the twin 

attention mechanisms are employed to obtain better 

segmentation outcomes. The gated attention module is 

https://www.ijeer.forexjournal.co.in/
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employed inside the skip connection strategy for reducing the 

semantic gap between encoder and decoder. The spatial and 

channel features are merged through fused attention mechanism 

in the decoder attention module for effective segmentation 

outcomes. The twin attention mechanism called GDAM is 

introduced in the decoder section for further suppressing of 

false positives. The gated attention module is utilized for 

refining the extracted features and to minimize the semantic gap 

by merging high as well as low level feature maps. For refining 

the feature representations and suppress the noise after up 

sampling, the decoder attention module is presented.  
 

3.1.3.1 Gated attention module 

The concatenation of features from the encoder to decoder is the 

fundamental structure in U-Net whereas the integration of 

higher resolution features, up sampled features in the encoder 

and decoder enables the segmentation targets. The gated 

attention module is subjected to concatenate for minimizing the 

semantic gap between encoder and decoder. Both the spatial and 

channel attention can be enabled through this module. The 

detailed architecture of gated attention module is depicted in 

figure 5. 
 

Conv 1×1 (1)

Refined Feature

Conv 3×3 (1)

Conv 5×5 (1)

Conv 7×7 (1)

Spatial 

attention

Sigmoid

Feature

GAP

Fully connected

Fully connected

Channel 

attentionReLU
Channel 

concatenate

Up sample

C

Conv 1×1 (1)

Guiding signal

 
 

Figure 5: Structure of gated attention module 

 

Two feature maps are directed over the attention module 

whereas the guiding signal is referred as the feature map from 

decoder. The guiding signal is represented as 𝑃 ∈ 𝑅𝐶𝑝×𝐻𝑝×𝑊𝑝
 

and the feature is represented as 𝐹 ∈ 𝑅𝐶𝑓×𝐻𝑓×𝑊𝑓 . More 

semantic information is there in  𝑃  compared to𝐹 . The GAP 

operation pursued by multi-layer perceptron (MLP) is utilized 

to generate the channel attention map 𝐶𝐴𝑚(𝐹) ∈ 𝑅𝐶𝑓×1×1. The 

channel attention can be formulated as follows.  
 

𝐶𝐴𝑚(𝐹) = 𝜇(𝑀𝐿𝑃(𝐺𝐴𝑃(𝑃))) = 𝑊𝐶𝑓
(𝑅𝐸𝐿𝑈(𝑊𝐶𝑝/𝑟(𝐺𝐴𝑃(𝑃)))  (6) 

 

The sigmoid function is represented as 𝜇 , reduce ratio is 

expressed as 𝑟, 𝑊𝐶𝑝
∈ 𝑅𝐶𝑝/𝑟×𝐶𝑝      and 𝑊𝐶𝑓

∈ 𝑅𝐶𝑓×𝐶𝑝/𝑟 . The 

spatial attention is guided both by the input feature and guiding 

signal. To compress the channel dimension of 𝑃 and 𝐹 , 

convolution operation with one filter is employed. The 

integration of convolution operation with diverse kernel size is 

employed to generate spatial attentions 𝑆𝑃𝑚(𝐹) ∈ 𝑅1×𝐻𝑓×𝑊𝑓 . 

The spatial attention can be formulated as follows. 

𝑆𝑃𝑚(𝐹) = 𝜇(𝑓3×3(|𝐹𝑟 , 𝑃𝑟|)) + (𝑓5×5(|𝐹𝑟 , 𝑃𝑟|)) + (𝑓7×7(|𝐹𝑟 , 𝑃𝑟|)) (7) 
 

From the above expression, 𝐹𝑟 = 𝑓1×1
𝑟 (𝐹)  and 𝑃𝑟 =

𝑈𝑆(𝑓1×1
𝑟 (𝑃)). The convolution operation with respective kernel 

size is denoted as 𝑓3×3, 𝑓5×5 and 𝑓7×7. The sigmoid function is 

denoted as and 𝜇 is employed to squeeze the channel dimension. 

In order to generate the fused attention, element wise 

multiplication is employed. 
 

𝐾(𝐹) = 𝐹 ∗ 𝑆𝑃𝑚(𝐹) ∗ 𝐶𝐴𝑚(𝐹)                                           (8) 
             

The element wise multiplication is denoted by the symbol . 
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Figure 6: Residual attention block architecture 

 

The multiscale patterns of unsampled feature maps are captured 

through dilated convolutions. The RA block comprises a pile of 

dilated convolutions with 3 kernel size. The RA block is 

pursued by the decoder attention module. The initial receptive 

field is assumed to be 1×1 and the corresponding dilated 

convolution kernel size can be estimated as follows.  
 

𝑆 = 𝑠 + (𝑠 − 1)(𝑢 − 1)                                                   (9) 
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The corresponding kernel size can be represented as 𝑆 , the 

actual kernel size is denoted as s and the dilation rate is 

represented as 𝑢. The dilation rates are set to be (1, 2, 5) that 

obtains huge receptive field. Because of piled dilated 

convolutions, the huge receptive field of 17×17 is obtained that 

captures the global information. Multiscale information of 

feature maps can be captured by using diverse dilation rates 

which is highly useful for accurate segmentation. The residual 

connections are utilized in RA block to overcome gradient 

vanishing problems. In order to generate fused attention maps 

and to refine the up sampled features, the dilated convolutions 

are pursued by a decoder attention module. The outcome of RA 

block can be expressed as follows.  
 

𝑂 = 𝐿 + 𝐷𝑒𝑐𝐴𝑀(𝐻𝐷𝐶(𝐿))                                               (10) 
 

From the above expression, 𝐿indicates the input feature maps, 

𝑂 signifies the output feature maps, 𝐷𝑒𝑐𝐴𝑀 represents the 

decoder attention module and 𝐻𝐷𝐶  indicates the hybrid dilated 

convolutions. 
 

3.1.3.2.1 Decoder Attention Module  

In the process of effective segmentation, the visual descriptions 

with high resolution have to be up sampled in the encoder. The 

decoder attention module is employed to solve the issue of non-

significant information to the up-sampling process. The 

architecture of decoder attention module is depicted in figure 7. 
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Figure 7: Decoder attention module 
 

In order to refine the post up sampling feature maps, a merged 

attention approach is utilized in both spatial and channel 

dimensions. The presented module considers one input and 

simple compared to the gated attention whereas the channel and 

spatial attention execution is quite same. The channel attention 

is denoted as 𝐶𝐴𝑚(𝐹) ∈ 𝑅𝐶×1×1 , spatial attention is 

represented as 𝑆𝑃𝑚(𝐹) ∈ 𝑅1×𝐻×𝑊and fused attention is defined 

as 𝐾(𝐹). The computation of decoder attention module can be 

evaluated as follows.  
 

𝐶𝐴𝑚(𝐹) = 𝜇(𝑀𝐿𝑃(𝐺𝐴𝑃(𝑃))) = 𝑊1(𝑅𝐸𝐿𝑈(𝑊0(𝐺𝐴𝑃(𝑃)))      (11) 
 

The sigmoid function is represented as 𝜇, the reduce ratio is 

indicated as 𝑟 , 𝑊0 ∈ 𝑅𝐶/𝑟×𝐶 and 𝑊1 ∈ 𝑅𝐶×𝐶/𝑟 . The spatial 

attention can be computed as, 
 

𝑆𝑃𝑚(𝐹) = 𝜇(𝑓3×3(𝑓1×1
𝑟 (𝐹)) + 𝑓5×5(𝑓5×5

𝑟 (𝐹)) + 𝑓7×7(𝑓1×1
𝑟 (𝐹)) (12) 

 

The convolution process with respective kernel size is indicated 

as𝑓3×3, 𝑓5×5  and 𝑓7×7 whereas 𝑓1×1
𝑟

 is utilized to compress the 

channel dimension.  
 

𝐾(𝐹) = 𝐹 ∗ 𝑆𝑃𝑚(𝐹) ∗ 𝐶𝐴𝑚(𝐹)                                         (13) 
 

The element wise multiplication is denoted by the symbol . 

The losses generated in the neural network are optimized using 

APoA approach. Initially, the population are initialized 

randomly deliberating to the upper and lower bound based on 

the below expression.  
 

𝑅𝑗,𝑘 = 𝐿𝑜𝑤𝑘 + 𝑅𝑎𝑛𝑑𝑜𝑚(𝑈𝑝𝑝𝑘 − 𝐿𝑜𝑤𝑘), 𝑗 = 1,2,3, . . . . . , 𝑃, 𝑘 = 1,2,3, . . . . . , 𝑄    (14) 
 

where, 𝑄 indicates the problem variables, 𝑅𝑗,𝑘  symbolises the 

value of  𝑘𝑡ℎ variable quantified through 𝑗𝑡ℎ candidate solution, 

𝑃 specifies the number of population members, 𝐿𝑜𝑤𝑘  defines 

the 𝑘𝑡ℎ lower bound, 𝑈𝑝𝑝𝑘  signifies the 𝑘𝑡ℎ upper bound, and 

𝑅𝑎𝑛𝑑𝑜𝑚 represents the random  number of range [0,1].   
 

Movement towards prey 

In this phase, the location of prey can be identified and then the 

pelicans rush towards it from a high altitude. The exploration 

capability of the pelican can be maximized through the random 

distribution of the prey. The update of pelican’s position at 

every iteration can be signified as,  
 

𝑅𝑗,𝑘
𝑡+1 = {

𝑅𝑡
𝑗,𝑘 + 𝑅𝑎𝑛𝑑𝑜𝑚(𝑠𝑡

𝑘 − 𝛿. 𝑅𝑡
𝑗,𝑘), 𝑃𝑠 < 𝑃𝑗;

𝑅𝑡
𝑗,𝑘 + 𝑅𝑎𝑛𝑑𝑜𝑚(𝑅𝑡

𝑗,𝑘 − 𝑠𝑡
𝑘), 𝑒𝑙𝑠𝑒,

              (15) 

 

where, 𝑡 indicates the present iteration number and𝑠𝑡
𝑘  means 

the prey location in 𝑘𝑡ℎ dimension.  𝑅𝑗,𝑘
𝑡  specifies the new status 

of 𝑗𝑡ℎ  pelican in 𝑘𝑡ℎ  dimension depending on first stage, 𝑃𝑠 

characterizes the value of objective function with minimized 

loss function and 𝛿 specifies the random number equal to 1 or 

2.   
 

Winging towards water surface 

Once the pelicans attain the water surface, the wings are spread 

over the water surface to move the fish in a upward direction. 

After that, the prey is collected in the throat pouch. The hunting 

behaviour of pelicans can be mathematically expressed a 
 

𝑅𝑗,𝑘
𝑡+1 = 𝑅𝑡

𝑗,𝑘 + 𝜆 (1 −
𝑡

𝑇
) (2. 𝑅𝑎𝑛𝑑𝑜𝑚 − 1). 𝑅𝑡

𝑗,𝑘            (16) 

 

From the above expression, the new status of 𝑗𝑡ℎ pelican in 𝑗𝑡ℎ 

dimension based on exploitation is denoted as 𝑅𝑗,𝑘
𝑡+1 , and the 

constant 𝜆  is equal to 0.2 . 𝜆(1 − 𝑡
𝑇⁄ )  indicates the 

neighbourhood radius, 𝑤  means the iteration counter and 𝑊 

https://www.ijeer.forexjournal.co.in/


  International Journal of 
                  Electrical and Electronics Research (IJEER) 

Open Access | Rapid and quality publishing                                    Research Article | Volume 11, Issue 4 | Pages 1225-1239 | e-ISSN: 2347-470X 

 

1232 Website: www.ijeer.forexjournal.co.in                Vertebra Segmentation Based Vertebral Compression 

represents the maximum iteration. In order to enhance the loss 

optimization efficiency, the APoA strategy is employed. During 

the initialization strategy, tent chaotic map is employed to swap 

random generation and the equation (15) can be reframed as,  
 

𝑅𝑗,𝑘 = 𝐿𝑜𝑤𝑘 + 𝑇𝐶(𝑈𝑝𝑝𝑘 − 𝐿𝑜𝑤𝑘), 𝑗 = 1,2,3, . . . . . , 𝑃, 𝑘 = 1,2,3, . . . . . , 𝑄  (17) 
 

 𝑇𝐶𝑡+1 = {

𝑇𝐶𝑡

𝑚
, 𝑇𝑒𝑛𝑡𝑡 ∈ (0, 𝑚)

1−𝑇𝐶𝑡

1−𝑚
, 𝑇𝑒𝑛𝑡𝑡 ∈ (𝑚, 1)

}           (18) 

 

The pelican position is initialized using tent chaotic map (𝑇𝐶) 

that helps to enhance the global searching performance. In 

movement towards prey stage, dynamic weight factor𝜂is used 

to update the pelican position. At this stage, the pelican is able 

to continue a better global search. At the iteration end, 

𝜂minimizes adaptively whereas the pelican performs a better 

local search while maximizing the convergence speed. The 

equation (15) can be reframed as follows.   
 

𝑅𝑗,𝑘
𝑡+1 = {

𝜂 =
𝑒2(1−𝑡/𝑇)−𝑒−2(1−𝑡/𝑇)

𝑒2(1−𝑡/𝑇)+𝑒−2(1−𝑡/𝑇)

𝑅𝑡
𝑗,𝑘 + 𝑅𝑎𝑛𝑑𝑜𝑚(𝑠𝑡

𝑘 − 𝛿. 𝑅𝑡
𝑗,𝑘), 𝑃𝑠 < 𝑃𝑗 ;

𝑅𝑡
𝑗,𝑘 + 𝑅𝑎𝑛𝑑𝑜𝑚(𝑅𝑡

𝑗,𝑘 − 𝑠𝑡
𝑘), 𝑒𝑙𝑠𝑒,

             (19) 

 

The APoA strategy is highly significant in optimizing the loss 

function emerged in the segmentation network model. On 

performing several iterations using APoA, the loss functions 

can be optimized better and so the error rate can be extensively 

minimized. Finally, from the Hybrid UDA Net architecture, 

effective segmentation outcomes can be obtained. 
 

3.2 Evaluation of Vertebral Compression Ratio 
The ratio of abnormal to normal height of vertebral body is 

termed as VCR. It is evaluated through the ratio of anterior 

vertebral height to the adjacent anterior vertebral height 

corresponding to the vertebral body. It acts as a significant 

indicator to diagnose VCF and the formula to estimate VCR is 

given as follows.  
 

𝑉𝐶𝑅 = (1 − (
𝑉2

(𝑉1+𝑉3)×
1

2

) × 100)%                                   (20) 

 

Using the above formula, the diverse stages of VCF can be 

evaluated based on the range value. The extent of VCR 

estimation identifies the below stages effectively. 

● No fracture identified from the segmented image if the 

VCR range is between 0-20%.  

● Mild fracture identified from the segmented image if the 

VCR range is between 20-25%. 

● Moderate fracture identified from segmented image if the 

VCR range is between 25-40%.  
 

Severe deformity fracture identified from the segmented image 

if the VCR range is greater than 40%. 
 

3.3 Evaluation of Cobb Angle 
One of the most widely used evaluations for quantifying spine 

curvature is Cobb angle. The curvature of the Cobb approach is 

signified as the angle between upper border of upper vertebra 

and lower border of lower vertebra. The spine curvature can be 

assessed using the below given formula.  
 

𝜃 = 𝑀𝑎𝑥 {|𝑡𝑎𝑛−1 (
𝑝𝑎−𝑝𝑏

1+𝑝𝑎×𝑝𝑏
)|}                                         (21) 

 

From the above expression, (𝑎, 𝑏) ∈ {(𝑢, 𝑣)|𝑢 ∈ 𝑁, 𝑣 ∈ 𝑁, 𝑣 −
𝑢 ≥ 2𝑎𝑛𝑑𝑣 ≤ 𝑁}. Here, 𝑢 indicates the upper vertebra and 𝑣 

indicates the lower vertebra with at least one vertebrae interval 

from upper vertebra 𝑢.𝑝𝑎 represents the slope of upper border 

of upper vertebra and 𝑝𝑏  indicates the slope of lower border of 

lower vertebra. 𝑁 denotes the number of counted vertebra 

samples and through the Cobb angle measurement, diverse 

stages like normal, mild, moderate and severe spine curvature. 

Table 2 describes the Cobb angle range in determining the 

stages of spine curvature. 
 

░ Table 2: Cobb angle analysis 
 

Cobb angle Stage of spine curvature 

0∘ − 10∘ Normal 

10∘ − 20∘ Mild fracture 

20∘ − 40∘ Moderate fracture 

> 40∘ Severe fracture 
 

Through the implementation of this research work, the diverse 

stages of reconstructed spine X-ray images can be effectively 

analysed through VCF and Cobb angle detection. The optimal 

outcomes can be attained because of highly precise segmented 

image outcomes gained through the novel Hybrid UDA Net 

architecture model. 
 

░ 4. RESULTS AND DISCUSSION 
The proposed Hybrid UDA Net architecture is inspected with 

extraction of features, segmentation and VCF evaluation. 

Initially, the reconstructed spine X-ray images are fed into the 

Hybrid UDA Net model that performs feature extraction and 

segmentation process. For effective segmentation outcomes, the 

losses are optimized whereas diverse stages of VCF are 

determined through VCR evaluation. The experimental 

outcomes of proposed model are represented in this section. The 

performances of proposed model are evaluated through the 

implementation using PYTHON. To estimate the proposed 

segmentation performance, numerous existing models are 

compared. The dataset details, description of performance 

metrics with its corresponding mathematical formulation, 

performance analysis and comparison are established in the 

following sub-sections. 
 

4.1 Dataset Details 
The dataset generated by the London Health Sciences Center 

professionals and the dataset comprises of 609 anterior-

posterior spinal x-ray images. The dataset has been collected 

from http://spineweb.digitalimaginggroup.ca [26]. The 

collected images are reconstructed and then used as the input in 

the proposed research work. The reconstructed spinal X-ray 

images are used for effective vertebral segmentation and VCF 

evaluation. In the proposed research work of vertebral 
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segmentation, 80% of data is used for training and 20% for 

testing. 
 

4.2 Metrics used for Performance Analysis 
The proposed performance of vertebral segmentation can be 

measured through the consideration of diverse metrics 

including Accuracy, Sensitivity, Precision, Specificity, F1 

score, root mean square error (RMSE) and dice similarity 

coefficient. The description of considered metrics are provided 

with its mathematical formulations for analysing the proposed 

performance in table 3. 

 
 

░ Table 3: Performance metrics and its Formulation 
 

Performance    

Metrics 

Description Mathematical formulation 

 

 

Accuracy 

 

The summation of true positive and negative to the overall 

summation of true and false metrics is termed as accuracy. 

 

𝐴 =
𝐾 + 𝐿

𝐾 + 𝐿 + 𝑀 + 𝑁
 

𝐾 -True positive, 

𝐿 -True negative, 

 𝑀 -False positive, 

𝑁 -False negative. 

 

Specificity 

The number of negative results to the entire samples which are 

truly negative is termed as specificity.                                                                                                                             
𝑆𝑃𝐸 =

𝐿

𝐿 + 𝑀
 

Dice similarity The dice similarity coefficient is the statistical tool used to 

evaluate the similarity between two sets of data. 
𝐷𝑆 =

2𝐾

(2𝐾 + 𝑀 + 𝑁)
 

 

F1 score The combination of precision or positive predictive rate and 

recall or negative predictive rate to a single value is termed as F1 

score. 

 

𝐹1𝑆 = 2
𝑃𝑃𝑉 × 𝑇𝑃𝑅

𝑃𝑃𝑉 + 𝑇𝑃𝑅
 

 

Recall The segmentation outcomes are considered to be highly sensitive 

if the data generates positive cases.  

 

𝑆𝐸𝑁 =
𝐾

𝐾 + 𝑁
 

 

Precision The section of significant information from the gathered data 

improves the precision performance. 

 

𝑃 =
𝐾

𝐾 + 𝑀
 

 

RMSE RMSE indicates the standard deviation of segmentation errors. 𝑅𝑀𝑆𝐸 = √
∑ (𝑎𝑖 − 𝑎̂𝑖)2𝑁

𝐹=1

𝑁
 

𝑎̂𝑖 - predicted observations, 

𝑎𝑖-actual observations, 

                      𝑁 - Total samples 

 

4.3 Baseline Model Comparison 
The performances of proposed Hybrid UDA Net model are 

compared with the existing approaches whereas the results are 

analysed in terms of diverse performance metrics. The detailed 

description of performance analysis with respect to each metrics 

are presented clearly in the form of graphical representations. 

The system configuration details and hyper parameter settings 

of the proposed work are provided in table 4 and table 5. 
 

░ Table 4: System configuration details 
Sl. 

No 

Parameters Configuration 

1 Pen and touch No pen or touch input is available 

for the display 

2 System type 64-bit operating system, x64 based 

processor 

3 Installed RAM 12.0 GB 

4 Processor Intel(R) Core (TM) i5-3570 CPU @ 

3.40GHz 

 

░ Table 5: Proposed hyper parameter settings 
 

Sl. No Hyper-parameters Proposed model 

1. Batch size 128 

2. Initial learning rate 0.0001 

3. Maximum epoch size 300 

4. Activation function Sigmoid 

5. Total number of layers 60 

6. Maximum iteration 100 

7. Dropout rate 0.1 

 

The existing models like Otsu thresholding (OT), Fuzzy C-

means clustering (FCM), Convolutional neural network (CNN) 

and SEGNET are compared with the proposed model. The 

performances of proposed model are analysed by considering 

the metrics like accuracy, specificity, dice similarity coefficient 

and F-measure. Figure 8 depicts the proposed and existing 

performance comparison outcomes with respect to accuracy, 

specificity and F-measure. 
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Figure 8: Performance Comparison 

 

The effectiveness of vertebral segmentation can be analysed 

through finest extraction of features and segmentation using 

Hybrid UDA Net architecture. From the figure, it can be clearly 

stated that the proposed model obtained higher rates of 

accuracy, F1 score and specificity. The accuracy of 98.41% is 

obtained by the proposed model whereas the existing models 

like OT has attained 95.31%, FCM as 94.40%, CNN as 94.40% 

and SEGNET as 95.12% of accuracy. The specificity rate of 

proposed model is obtained to be 99% whereas OT has attained 

96.83%, FCM as 96.73%, CNN as 96.73% and SEGNET as 

97.15% respectively. The F1-score of proposed model is 

obtained to be 96.75% whereas OT has attained 91.47%, FCM 

as 88.57%, CNN as 88.57% and SEGNET as 90.04% 

respectively. Due to the effective utilization of features, 

proposed model performances are comparatively better. The 

existing performances are degraded because of less capability 

in learning significant features. The existing models has 

obtained inferior performance than the proposed model due to 

certain drawbacks like less robustness, increased training time 

and larger accumulation of features. Figure 9 (a)-(b) indicates 

the performance of Precision-Recall (PR) curve and region 

operating characteristic (ROC) curve. 
 

 
(a) 

 
(b) 

Figure 9: Performance analysis (a) PR curve (b) ROC curve 

The precision-recall curve usually tends to explore the trade-off 

between precision and recall. Also, it is used to measure the 

segmentation effectiveness. The precision-recall curve is 

assessed to analyse the heavily imbalanced cases. The precision 

of 96.75% and recall of 96.75% is obtained by the proposed 

model. The AUC analysis of proposed model is analysed using 

ROC curve and it demonstrates better capability to distinguish 

the target classes. The ROC curve is plotted between FPR and 

TPR whereas the ability in vertebral segmentation is enhanced 

based on respective input parameters. The optimum cut-off 

displays the maximum sensitivity with minimum specificity. 

The ROC curves are frequently inspected to expose the trade-

off between TPR and FPR for every possible probability. It 

labels the efficiency of vertebral segmentation and also signifies 

the degree of capability. Higher the rate of ROC denotes better 

the performance of segmentation approach. The proposed 

model has obtained the AUC value as 98.5% whereas the 

existing SEGNET as 96.5%, CNN as 94%, FCM as 92% and 

OT as 89% in case of reconstructed spine X-ray dataset. From 

the above figure, it is noticed that AUC generated superior 

performance in case of proposed model compared with the 

existing techniques. The time complexity analysis of proposed 

and existing models is depicted in figure 10. 
 

 
Figure 10: Time complexity analysis 

 

The time complexity signifies the time taken for a model to 

generate a valuable segmentation outcome. In the proposed 

work, the time complexity is analysed by varying the epoch size 

from 50-300. To inspect the proposed performance, the time 

taken by the existing models like OT, FCM, CNN and SEGNET 

are compared. The time taken by the proposed Hybrid UDA Net 

model is 118.3 seconds. The time attained by OT is 291.3 

seconds, 214.3 seconds is gotten for FCM, 204.3 seconds are 

consumed by CNN and 171.3 seconds by SEGNET to perform 

the segmentation process. From the above graphical 

representation, it can be perceptibly justified that the proposed 

model has attained less time complexity because of training 

most significant features. The performance of dice similarity 

and RMSE by varying epoch size are depicted in figure 11 (a)-

(b). 
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(a) 

 

 
(b) 

 

Figure 11: Proposed and existing comparison (a) Dice similarity (b) 

RMSE 
 

A clear analysis can be made from the above figure that the dice 

similarity coefficient of proposed Hybrid UDA Net model in 

vertebral segmentation has attained improved outcomes 

compared to the existing models.  The dice similarity coefficient 

of 0.99 is obtained by the proposed model whereas the existing 

OT has obtained 0.87, FCM as 0.9, CNN as 0.95 and SEGNET 

as 0.98 respectively. Better similarity is attained by 

concentrating over the most desirable features through efficient 

methodologies employed for segmentation. Improved training 

ability and only negligible errors are observed by processing 

optimal features. The existing models like OT, FCM, SEGNET 

and CNN has accomplished less performance than the proposed 

model because of certain drawbacks like utilization of non-

significant features, less training ability and increased training 

time. On comparing the RMSE values between the proposed 

and existing models for 300 epochs, the proposed model 

obtained only lesser RMSE rate of 0.897 whereas OT attained 

1.908, FCM as 1.862, CNN as 1.536 and SEGNET as 1.102 

respectively. 
 

4.4 Evaluation Measures in Terms of Training 

and Testing 
The accuracy and loss of proposed model is analysed with 

training and testing data. Figure 12 (a)-(d) depicts the accuracy 

and loss performance attained during diverse stages of proposed 

model. 
 

By changing the epoch size from 0-300, the accuracy and loss 

performance of the proposed model are evaluated. The accuracy 

evaluated for testing and training are almost alike from the 

above graphical statement. The accuracy increases with 

increased epoch size whereas the loss decreases with increased 

epoch size.  When the epoch size is increased to 300, an 

accuracy of 95 to 100% is attained. And from the figure, it is 

obvious that the proposed model attains maximum accuracy. 

The training and testing loss is examined for the proposed 

model and the network has been trained for 300 epochs. If the 

epoch size is increased to 300, the model obtains a loss in the 

range between 0.05-0.2. The proposed model gained minimal 

losses because of effective data training process through Hybrid 

UDA Net architecture. 

 

 
                                                        (a)                                                                                                              (b)  
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                                                              (c)                                                                                                              (d)  

Figure 12: Performance outcomes (a) Train accuracy (b) Train Loss (c) Test accuracy (d) Test Loss 
 

4.5 Performance Analysis of K-fold Cross 

Validation 

In the proposed research work, K-fold cross validation (K=50) 

is employed and the performance metrics like accuracy, 

specificity and F1-score are analysed. Fifty random fold 

integrations for training and testing are designed in 50-fold 

cross validation. For 50 times, the proposed techniques get 

iterated and the segmentation model performs training and 

testing over every dataset images. 
 

 
(a) 

 

 
(b) 

 
(c) 

Figure 13: K-fold analysis (a) Accuracy (b) Specificity (c) F-score 
 

During cross validation, the input dataset is folded in to 50-fold 

set of reconstructed spine X-ray images. As compared with 

other techniques, the proposed model obtains better 

performance for 50-fold cross validation and the performance 

is varied for all techniques. The analysis of K-fold cross 

validation is depicted in figure 13 (a)-(c). 

 

4.6 Segmentation Outcomes of Reconstruction 
Spine X-ray Images 
The segmentation results obtained based on the given input 

images are described in this section. Figure 14 shows the 

outcomes of segmented images with the representation of five 

samples. A set of samples collected from reconstructed Spine 

X-ray images are given as the input to Hybrid UDA Net 

architecture for accurate vertebral segmentation. If non-

significant features are utilized from the input images, it can 

lead to inaccurate outcomes which degrade the overall 

performance. Hence to improve the overall accuracy of 

proposed model, the effective features are extracted from the 

encoder section of UNET and the segmented images are 

obtained from the decoder section of UNET. 
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Figure 14: Segmentation outcomes 
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░ 5. CONCLUSION 
On considering the challenges over vertebral segmentation 

accuracy, time complexity and training ability, a novel 

methodology called Hybrid UDA Net architecture is proposed 

in this research article. The chief focus of this research is to 

segment the vertebral portion from reconstructed spine X-ray 

images and to evaluate the VCF through VCR analysis. 

Effective robustness and reliability can be obtained by the 

proposed model and the overall segmentation performance can 

be enhanced efficiently through Hybrid UDA Net architecture. 

The proposed architecture comprises of two sections called 

encoder and decoder whereas the features are extracted using 

encoder section of U-net architecture through CaL and 

HaDQcL mechanisms. In the decoder section of U-Net 

architecture, the spatial and channel features can be extracted 

from the decoder attention module. Based on the extracted input 

features, exact segmentation of spinal images are attained using 

Twin attention mechanism called GDAM. The network losses 

in the segmentation network are optimized using APoA 

strategy. The diverse stages of VCF are finally analysed through 

VCR evaluation. The overall accuracy of 98.41%, F1 score of 

96.75% and specificity of 99% is obtained by the proposed 

Hybrid UDA Net architecture. On comparison with certain 

existing models, the proposed model attained better 

performance outcomes. In future studies, the proposed work can 

be extended through accurate evaluation of VCF through 

further enhancement of segmentation network. Also, the 

hyperparameters of segmentation network model can be 

effectively tuned. 
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