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░ ABSTRACT- Intrusion Detection in the Industrial Internet of Things (IIoT) concentrations on the security and safety of 

critical structures and industrial developments. IIoT extends IoT principles to industrial environments, but linked sensors and devices 

can be deployed for monitoring, automation, and control of manufacturing, energy, and other critical systems. Intrusion detection 

systems (IDS) in IoT drive to monitor network traffic, device behavior, and system anomalies for detecting and responding to 

security breaches.  These IDS solutions exploit a range of systems comprising signature-based detection, anomaly detection, 

machine learning (ML), and behavioral analysis, for identifying suspicious actions like device tampering, unauthorized access, data 

exfiltration, and denial-of-service (DoS) attacks. This study presents an Improving Intrusion Detection using Satin Bowerbird 

Optimization with Deep Learning (IID-SBODL) model for IIoT Environment. The IID-SBODL technique initially preprocesses the 

input data for compatibility. Next, the IID-SBODL technique applies Echo State Network (ESN) model for effectual recognition 

and classification of the intrusions. Finally, the SBO algorithm optimizes the configuration of the ESN, boosting its capability for 

precise identification of anomalies and significant security breaches within IIoT networks. By widespread simulation evaluation, 

the experimental results pointed out that the IID-SBODL technique reaches maximum detection rate and improves the security of 

the IIoT environment. Through comprehensive experimentation on both UNSW-NB15 and UCI SECOM datasets, the model 

exhibited exceptional performance, achieving an average accuracy of 99.55% and 98.87%, precision of 98.90% and 98.93%, recall 

of 98.87% and 98.80%, and F-score of 98.88% and 98.87% for the respective datasets. The IID-SBODL model contributes to the 

development of robust intrusion detection mechanisms for safeguarding critical industrial processes in the era of interconnected and 

smart IIoT environments. 
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░ 1. INTRODUCTION   
Industrial Internet of Things (IIoT) is a system of machine form 

IoT tools which discover uses in several areas in order to assist 

business system’s effectiveness, enterprise real-time 

mechanization as well as decrease operative and maintenance 

prices [1]. Conventional IIoT is a system of industrial control 

methods which is termed Operational Technology (OT) through 

exclusive communication procedures [2]. General Electric (GE) 

labelled it as “an IoT, computers, machinery, and persons 

permitting intelligent processes by utilizing advanced data 

analytics in order to change business performance”. However, 

resource-constrained industrial IoT devices need extra 

resources for implementing novel cybersecurity features [3]. 

Cybersecurity is anxious with the defines of software, data, and 

electronics together with the actions where the systems are 

retrieved. Generally, the    security aims include privacy, in 

terms of data that is not improperly released to the individuals 

must be destroyed [4]. Hence, society is becoming helpless to 
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cyber-threats like denial-of-service (DoS) attacks by hackers 

because of the limitless present IoT-based connected devices 

[5]. For example, that reject direct access to devices, etc. In 

present scenario, technology is becoming one of the main points 

in everyone’s daily lives that means cybersecurity and 

cybercrime tools develop parallel throughout the entire 

manufacturing sector that requires spending on cybersecurity 

but new tools are evolving for IoT cybersecurity management 

[6]. 
 

Additionally, cyber-attacks on smart networks act as key 

structure modules that are mainly defenceless and allow better 

costs [7]. Presently, there is a developing anxiety about 

cybersecurity as well as absence of real countermeasures [8]. In 

order to elaborate a little more, detection techniques can be 

categorized into knowledge-based and then anomaly-based 

models [9]. Whereas, the knowledge-based model depends 

upon off-the-shelf databases for the purpose of detection which 

cannot recognize unknown attacks while anomaly-based model 

naturally raises ML approaches in order to identify traffic. For 

the method of desi, the IDSs can be divided into 3 categories 

such as hybrid, centralized, and distributed [10]. Exactly, the 

distributed IDS works on every physical device in the network 

and conducts the intrusion detection individually. 
 

This study presents an Improving Intrusion Detection using 

Satin Bowerbird Optimization with Deep Learning (IID-

SBODL) model for IIoT Environment. The IID-SBODL 

technique initially pre-processes the input data for 

compatibility. Next, the IID-SBODL technique applies Echo 

State Network (ESN) model for effectual recognition and 

classification of the intrusions. Finally, the SBO algorithm 

optimizes the configuration of the ESN, boosting its capability 

for precise identification of anomalies and significant security 

breaches within IIoT networks. By widespread simulation 

evaluation, the experimental results pointed out that the IID-

SBODL technique reaches maximum detection rate and 

improves the security of the IIoT environment. 
 

The IID-SBODL model addresses critical limitations in existing 

IIoT Intrusion Detection Systems by specifically targeting 

resource-constrained industrial IoT devices. Unlike 

conventional approaches, which struggle with computational 

constraints, the IID-SBODL technique optimizes intrusion 

detection without overburdening these devices. Furthermore, it 

tackles the challenge of recognizing unknown attacks that 

knowledge-based models often fail to address. By integrating 

the Satin Bowerbird Optimization with Deep Learning, the 

model enhances the effectiveness of anomaly-based detection 

using the Echo State Network model. This innovative approach 

aims to significantly improve the overall security of IIoT 

environments by precisely identifying anomalies and potential 

security breaches. 

 

░ 2. RELATED WORKS 
In [11], an intelligent detection technique for detecting 

cyberattacks was introduced. This method employs the singular 

value decomposition (SVD) approach for decreasing data 

features and enhancing identification outcomes. Then, the 

SMOTE algorithm was employed to prevent under-fitting and 

over-fitting problems. Numerous ML and DL methods are 

applied to classify data for multi-class and binary classification.  

In [12], a semi-supervised DL system for intrusion detection 

(SS-Deep-ID) was presented. An enhanced traffic attention 

(TA) mechanism was developed for evaluating the significance 

score. This architecture could be simply incorporated as a fog-

assisted IoT network to provide effective real-time intrusion 

detection.  
 

Marzouk et al. [13] projected a new hybrid DL with meta-

heuristics-assisted intrusion detection (HDL-MEID) method. 

This approach devises a novel chaotic mayfly optimizer 

(CMFO) based clustering model for efficiently selecting the CH 

and establishing clusters. Besides, equilibrium optimization 

with hybrid CNN-LSTM (HCNN-LSTM) assisted 

classification method could be obtained to recognize the 

intrusions. In [14], a network intrusion detection classification 

method (NIDS-CNNLSTM) depends on DL has been 

implemented. This approach integrates the robust learning 

capability of LSTM-NN in time series data, categorizes and 

learns the chosen features via the CNN, and confirms the 

applicability dependent upon multi-classification and binary 

classification conditions.  
 

In [15], a DL-based WEMI IDS was implemented in this work. 

Primarily, this work presents the utilization of Kalman and 

changing average filters from the fingerprint removal phase. 

Secondarily, the time and frequency domain features have been 

removed. Lastly, the study examines the effectiveness of the 

WEMI-IDS. Alalayah et al. [16] used a Hunger Games Search 

Optimizer with DL-Driven Intrusion Detection (HGSODLID) 

method. The Sparrow Search Optimizer (SSO) could be 

exploited with GCN for classifying and recognizing intrusions. 

Next, the SSO algorithm has been employed for fine-tuning the 

hyper parameters included in the GCN architecture. This 

introduced HGSODL-ID technique could be empirically tested 

through a standard database. In Table 1, the Comparison of the 

Existing work is discussed. 
 

░ Table 1: Comparison of the Existing work 
 

 

Reference(s) Methodology 
Key Features and 

Contributions 

[11] 
SVD and 

SMOTE 

Feature reduction with SVD, 

addressing under/over-fitting. 

Multiple ML and DL methods 

for classification. 

[12] 

SS-Deep-ID 

with enhanced 

TA 

 

Semi-supervised DL for real-

time intrusion detection in fog-

assisted IoT networks. 

 

[13] 

HDL-MEID 

with CMFO 

and HCNN-

LSTM 

Hybrid DL with meta-

heuristics-assisted intrusion 

detection. Utilizes chaotic 

mayfly optimizer for clustering 

and HCNN-LSTM for 

classification. 

https://www.ijeer.forexjournal.co.in/
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[14] 
NIDS-

CNNLSTM 

DL-based network intrusion 

detection. Integrates LSTM-

NN and CNN for feature 

learning in multi/binary 

classification. 

[15] 
DL-based 

WEMI IDS    

DL-based Wireless 

Electromagnetic Imaging 

Intrusion Detection System. 

Utilizes Kalman and changing 

average filters. 

[16] 

HGSODLID 

with SSO and 

GCN   

 

Hunger Games Search 

Optimizer with DL-Driven 

Intrusion Detection. 

Empirically tested through a 

standard database. 

 

 

░ 3. THE PROPOSED METHOD 
In this article, a novel IID-SBODL model for IIoT 

Environment. The IID-SBODL technique initially pre-

processes the input data for compatibility. Next, the IID-

SBODL technique applies ESN model for effectual recognition 

and classification of the intrusions. Finally, the SBO algorithm 

optimizes the configuration of the ESN model. fig. 1 signifies 

the workflow of IID-SBODL method. 

 

Consider conducting experiments with other publicly available 

IIoT datasets to provide a more comprehensive evaluation of 

the model's generalizability and robustness. This would allow 

for a comparative study and a clearer assessment of the 

precision of the proposed model. The UNSW-NB15 dataset, 

originating from a real-world industrial network, encompasses 

a variety of cyber threats, making it an ideal benchmark for 

evaluating the IID-SBODL model's ability to handle different 

types of intrusions. Its inclusion in the experiments would 

enable a comparative analysis, showcasing how the proposed 

model performs in comparison to existing methods under 

similar conditions. Similarly, the UCI SECOM dataset, which 

is designed for semiconductor manufacturing processes, 

introduces a different set of challenges. Evaluating the IID-

SBODL model on this dataset would provide insights into its 

adaptability to distinct IIoT settings. Robustness and precision 

across datasets are crucial aspects for any intrusion detection 

model, and this expanded experimentation would contribute to 

a more thorough assessment. Conducting experiments on 

multiple datasets also allows for a better understanding of how 

well the IID-SBODL model generalizes to diverse 

environments and whether its performance improvements 

observed in one setting carry over to others. This comparative 

study would enhance the reliability of the findings and provide 

a clearer picture of the model's practical utility in industrial 

cybersecurity. 
 

 
 

Figure 1. Workflow of IID-SBODL algorithm 
 

░ 4. DATA PRE-PROCESSING 
Min-max normalization is also called feature scaling. It is data 

pre-processing method that is utilized to change mathematical 

features within an exact range, normally between 0 and 1. This 

procedure includes rescaling the information by subtracting the 

least value of the feature and then separating it by the range 

(variance among maximum and minimum values). Min-max 

normalization is highly beneficial in machine learning (ML) 

because it safeguards all features which have a similar scale, 

avoiding assured attributes from leading others at the time of 

model training and enhancing the merging as well as 

performance of diverse algorithms, chiefly those sensitive to the 

extent of input features. 

 

Prior to any analysis, the dataset undergoes a comprehensive 

data cleaning process to identify and rectify errors, missing 

values, and inconsistencies. This ensures the dataset's integrity 

and reliability for subsequent processing. The dataset is 

subjected to min-max normalization, a widely utilized method 

https://www.ijeer.forexjournal.co.in/
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in machine learning. This process scales mathematical features 

to a specific range, typically between 0 and 1. By rescaling the 

data through subtracting the minimum feature value and 

dividing it by the range (difference between maximum and 

minimum values), min-max normalization ensures uniform 

scales across all features. This is crucial for preventing certain 

features from dominating others during model training, 

promoting algorithm convergence, and improving the overall 

performance of various machine learning algorithms. Beyond 

normalization, the methodology incorporates feature 

engineering techniques to extract relevant information, enhance 

model interpretability, and potentially improve predictive 

performance. Feature engineering may involve creating new 

features, transforming existing ones, or selecting a subset of 

features that contribute most effectively to the predictive task. 

 

4.1 ESN based Classification 
The model of ML requires numerous calculations and continues 

for a long time. The integrated learning method makes the 

technique plan extra struggle which is not helpful in upgrading 

the method [17]. ESN is considered an effective technique for 

training RNNs which is more beneficial than a simply tested 

process as well as short time consumption. It defines the 

𝑢(𝑛) = [𝑢1(𝑛)⋯𝑢𝑘(𝑛)]𝑇  as input example at period 𝑛. 𝑦(𝑛) 

denotes to the subsequent equal to(𝑛). An input matrix 𝑊𝑖𝑛 and 

�̂�  is reservoir layer biased matrix are regularly circulated 

between [-1, 1] which sustained endlessly. In the verified 

process, by example input, the reservoir level can be updated by 

employing following expression. 
 

𝑥(𝑛 + 1) = 𝑓 (𝑊𝑖𝑛𝑢(𝑛 + 1) + �̂�𝑥(𝑛))                         (1) 

 

Whereas �̂�  denotes to the reservoir state link matrix, 𝑓 

signifies the initiation work in the reservoir state is normally 

attained severely as hyperbolic curve tasks, and  𝑊𝑖𝑛 indicates 

the input link matrix. Depending on the above-mentioned state 

of reservoir layers, subsequent ESN is considered using 

following formulation. 
 

𝑦(𝑛 + 1) = 𝑓𝑜𝑢𝑡(𝑊𝑜𝑢𝑡𝑥(𝑛 + 1))                           (2) 
 

𝑊𝑜𝑢𝑡 Stands for resultant association matrix, and 𝑓𝑜𝑢𝑡 signifies 

the consequential excitation function. During the verified 

process, the reservoir state has been combined as a state matrix 

X. The final system output weighted 𝑊𝑜𝑢𝑡 has been calculated 

by employing consequent formula. 
 

𝑊𝑜𝑢𝑡 = (𝑋𝑇𝑋)−1𝑋𝑇𝑌                                                   (3) 
 

Whereas 𝑇 denotes the matrix transpose and −1 means inverse 

of matrix. 𝑋 States the matrix process of input reservoir layer, 

and 𝑌 validates the outcome matrix model. An optimal result of 

subsequent matrix has been introduced by consuming smallest 

squares or MSE only. Figure. 2 depicts the architecture of ESN. 
 

 
 

Figure 2. Structure of ESN 
 

4.2 SBO based Parameter Tuning 

SBO method begins by creating even arbitrary people which 

includes a group of locations to bower [18] .  Every location 

(pop(i), Pos) which is definite to the unstable that is supposed 

will increase as mentioned in eq. (5). It is determined that the 

cost of original populace lies between current least as well as 

greatest limit of improving parameter. 
 

𝑝𝑜𝑝 (𝑖) . 𝑃𝑜𝑠 = 𝑟𝑎𝑛𝑑(1, 𝑛𝑣𝑎𝑟) ⋅ (𝑉𝑎𝑟 Max − 𝑉𝑎𝑟 Min )
+ 𝑉𝑎𝑟 Min , ∀𝑖 ∈ 𝑛𝑃𝑜𝑝                               (4) 

 

Moderately, connected to ABC, the possibility of absorbing 

female/male (Prob_i) to bower is estimated via: 
 

𝑃𝑟𝑜𝑏𝑖 =
𝑐𝑜𝑠𝑡𝑖

∑ 𝑐
𝑛𝑃𝑜𝑝

𝑘=1 𝑜𝑠𝑡𝑖
, ∀𝑖 ∈ 𝑛𝑃𝑜𝑝                                     (5) 

 

cos 𝑡𝑖 = {

1

1 + 𝑓(𝑥𝑖)
, 𝑓(𝑥𝑖) ≥ 0

1 + |𝑓(𝑥𝑖)|, 𝑓(𝑥𝑖) < 0

                                          (6) 

 

Similar to last evolutionary that is generated on optimizer, 

superiority was demoralized in order to supply an optimum 

answer at each iteration. At the time of mating, males alike all 

bird uses their energies for garnishing as well as constructing 

the bower. Extraordinarily, skilled and adult males are 

concerned attention of others to the bower. Additionally, these 

bowers have extra fitness when compared to other bowers. In 

SBO procedure, place of optimum bower created by bird was 

evaluated as elite of 𝑘𝑡ℎ  iteration (𝑥𝑒𝑙𝑖𝑡𝑒,𝑘)  viz., maximum 

fitness and capable of upsetting other places. In every iteration, 

a new alteration at definite bower intended depends on 

subsequent equation: 
 

𝜒𝑖𝑘
𝑛𝑒𝑤 = 𝜒𝑖,𝑘

𝑜𝑙𝑑 + 𝛽𝑘 [(
𝑥𝑗𝑘 + 𝑥𝑒𝑙𝑖𝑡𝑒,𝑘

2
)

− 𝜒𝑖,𝑘
𝑜𝑙𝑑]                                                            (7) 

 

Remember that roulette wheel discerning model was irregular 

for picking bower with improved possibility(𝑥𝑗𝑘). Variable 𝛽𝑘 

defines the step count choice objective bower which is 

estimated to every adaptable in SBO model as: 

 
 

https://www.ijeer.forexjournal.co.in/
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𝛽𝑘 =
𝛼

1 + 𝑃𝑟𝑜𝑝𝑖

                                             (8) 

 

Arbitrary modification was realized to 𝑥𝑖𝑘  with definite 

possibility, where (N) defines normal distribution was used by 

alteration of 𝜎 and then average of 𝑥𝑖,𝑘
𝑜𝑙𝑑as follows: 

 

𝑋𝑖𝑘
𝑛𝑒𝜔 ∼ 𝑋𝑖𝑘

𝑜𝑙𝑑 + 𝜎 ⋅ 𝑁(0,1)                                              (9) 

𝜎 = 𝑍 ⋅ (𝑉𝑎𝑟 Max − 𝑉𝑎𝑟 Min ) 

 

Finally, every cycle an elderly populace and people gained as 

mentioned beyond were organized, combined, and evaluated as 

well a new populace was produced.   
 

Algorithm 1: Pseudocode SBO Model  

Input: Population 𝑃𝑠𝑝
⃗⃗ ⃗⃗  ⃗ 

Output: Optimal searching agent, 𝑃𝑏𝑠𝑡
⃗⃗ ⃗⃗ ⃗⃗  ⃗ 

Procedure SOA 

  Parameter Initialized: 𝐶𝐴 and 𝐶𝐵 

  Describe the fitness of every penetrating 

agent 

   𝑃𝑏𝑠𝑡
⃗⃗ ⃗⃗ ⃗⃗  ⃗ ← optimal searching agent 

  While (𝑧 < 𝑀𝑎𝑥𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠) 𝑑𝑜 

   for every search agent do 

    Update the searching 

agent's place 

   end for 

   Update parameters 𝐶𝐴 and 𝐶𝐵 

   Term fitness value of all the 

searching agent  

   Update 𝑃𝑏𝑠𝑡
⃗⃗ ⃗⃗ ⃗⃗  ⃗  if optimal solution 

occurs above prior optimum solution 

   𝑧 ← 𝑧 + 1 

  End while 

  Return 𝑃𝑏𝑠𝑡
⃗⃗ ⃗⃗ ⃗⃗  ⃗ 

 End process 
 

The Satin Bowerbird Optimization (SBO) algorithm is a nature-

inspired optimization technique outlined in the pseudocode. In 

this algorithm, a population of potential solutions, denoted as 

(P_sp)  , undergoes iterative updates to identify the optimal 

searching agent (P_bst)  . The process begins with initializing 

control parameters C_A and C_B that influence the behavior of 

search agents during the optimization. The optimal searching 

agent is initially set based on the current optimal solution. he 

main iterative loop involves updating the positions of each 

search agent, adjusting control parameters, evaluating fitness, 

and updating the optimal searching agent if a superior solution 

is found. The algorithm explores the solution space through the 

adjustment of search agent positions, aiming to strike a balance 

between exploration and exploitation. The termination criterion 

is based on a predefined maximum number of iterations 

(Max_iterations). 
 

The model of SBO resultant a fitness function (FF) takes 

improved classification algorithm result. It defined optimistic 

values for suggesting greater outcomes of the applicant 

solutions. The decreased classification algorithm error level is 

FF in this article which is provided in eq. (10).    
 

𝑓𝑖𝑡𝑛𝑒𝑠𝑠(𝑥𝑖) = 𝐶𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑟𝐸𝑟𝑟𝑜𝑟𝑅𝑎𝑡𝑒(𝑥𝑖) 

=
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑚𝑖𝑠𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑 𝑠𝑎𝑚𝑝𝑙𝑒𝑠

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑎𝑚𝑝𝑙𝑒𝑠
∗ 100                  (10) 

 

The Echo State Network (ESN) model, strategically employed 

for intrusion detection in Industrial Internet of Things (IIoT) 

environments, exhibits distinct functionalities that enhance its 

efficacy in recognizing and classifying intrusions. Operating on 

a reservoir computing architecture, ESN leverages a reservoir 

of neurons with recurrent connections, creating a dynamic 

memory capable of capturing temporal dependencies in 

sequential data. Through nonlinear mapping, the model 

transforms input data into a high-dimensional space, allowing it 

to discern intricate patterns. The echo state property ensures the 

preservation of historical information, enabling ESN to 

effectively recognize temporal patterns in network traffic. With 

an efficient training process that involves adjusting output 

weights, ESN emerges as a powerful tool for precise and 

adaptive intrusion detection in the complex and dynamic 

landscape of IIoT environments. 
 

4.3 Experimental validation 
The experimental evaluation of the IID-SBODL methodology 

is tested using 2 datasets: UNSW-NB15 dataset and UCI 

SECOM dataset. Figure 3 defines the classifier performances 

of the IID-SBODL method on UNSWNB15 database. Figures 

3a-3b illustrates the confusion matrices attained by the IID-

SBODL system at 70:30 of TR phase/TS phase. The simulation 

value referred that the IID-SBODL methodology has detected 

and ordered all 10 classes. Afterward, figure 3c represents the 

PR outcome of the IID-SBODL system. The simulation results 

inferred that the IID-SBODL approach has attained better 

values of PR on 10 classes. However, figure 3d depicts the ROC 

analysis of the IID-SBODL method. The outcome defined that 

the IID-SBODL approach led to effective performance with 

better outcomes of ROC on 10 classes. 

 
                                                      (a) 

https://www.ijeer.forexjournal.co.in/
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(b) 

 

 
(c) 

 

 

(d) 

Figure 3. UNSWNB15 dataset (a-b) Confusion matrices, (c) PR 

curve, and (d) ROC 

 

 

The intrusion detection outcome of the IID-SBODL 

methodology is tested on the UNSWNB15 database, which is 

reported in table 2 and fig. 4. The experimental values stated 

that the IID-SBODL system appropriately identifies the 

intrusions. With 70% of TR phase, the IID-SBODL technique 

offers average 𝑎𝑐𝑐𝑢𝑦  of 99.52%, 𝑝𝑟𝑒𝑐𝑛 of 97.68%, 𝑠𝑒𝑛𝑠𝑦  of 

97.61%, 𝑠𝑝𝑒𝑐𝑦  of 99.73%, and 𝐹𝑠𝑐𝑜𝑟𝑒  of 97.62%. In addition, 

with 30% of TS phase, the IID-SBODL methodology attains 

average 𝑎𝑐𝑐𝑢𝑦 of 99.58%, 𝑝𝑟𝑒𝑐𝑛 of 97.96%, 𝑠𝑒𝑛𝑠𝑦  of 97.92%, 

𝑠𝑝𝑒𝑐𝑦 of 99.77%, and 𝐹𝑠𝑐𝑜𝑟𝑒 of 97.92%. 

 

░ Table 2 Intrusion detection outcome of IID-SBODL 

system on UNSWNB15 database 
 

UNSWNB15 Dataset 

Classes  𝑨𝒄𝒄𝒖𝒚 𝑷𝒓𝒆𝒄𝒏 𝑺𝒆𝒏𝒔𝒚 𝑺𝒑𝒆𝒄𝒚 𝑭𝑺𝒄𝒐𝒓𝒆 

TR Phase (70%) 

Normal 99.54 98.52 96.80 99.84 97.65 

Generic 99.57 98.33 97.52 99.81 97.92 

Exploits 99.74 99.41 97.97 99.94 98.68 

Fuzzers 99.43 98.81 95.42 99.87 97.08 

DoS 99.59 97.45 98.43 99.71 97.94 

Reconnaissance 99.50 97.97 96.98 99.78 97.47 

Analysis 99.50 98.53 96.39 99.84 97.45 

Backdoor 99.00 91.56 99.14 98.98 95.20 

Shellcode 99.66 98.01 98.57 99.78 98.29 

Worms 99.70 98.19 98.88 99.79 98.53 

Average 99.52 97.68 97.61 99.73 97.62 

TS Phase (30%) 

Normal 99.53 98.38 97.12 99.81 97.75 

Generic 99.87 99.27 99.27 99.93 99.27 

Exploits 99.80 99.35 98.71 99.93 99.03 

Fuzzers 99.40 98.63 95.36 99.85 96.97 

DoS 99.70 98.34 98.67 99.81 98.50 

Reconnaissance 99.67 99.66 97.04 99.96 98.33 

Analysis 99.70 99.34 97.72 99.93 98.52 

Backdoor 99.07 91.98 99.33 99.04 95.51 

Shellcode 99.40 96.39 97.67 99.59 97.03 

Worms 99.67 98.26 98.26 99.82 98.26 

Average 99.58 97.96 97.92 99.77 97.92 
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Figure 4. Average of IID-SBODL methodology on UNSWNB15 

database 
 

 
Figure 5. Comparative outcome of IID-SBODL algorithm on 

UNSWNB15 dataset 
 

The comparative outcome of the IID-SBODL system with other 

approaches on the UNSWNB15 database is illustrated in fig. 5 

[21-24]. The outcome defines that the ANN and SVM systems 

accomplish least result. Besides, the kNN, DT, VLSTM, and 

SSA-CRNN models obtain somewhat improved results. 

Although the MFSDL-ADIIoT model reaches considerable 

performance. Bu the IID-SBODL methodology shows the other 

systems with maximal 𝑝𝑟𝑒𝑐𝑛  of 97.96%, 𝑟𝑒𝑐𝑎𝑙  of 97.92%, 

𝑎𝑐𝑐𝑢𝑦 of 99.58%, and 𝐹𝑠𝑐𝑜𝑟𝑒 of 97.92%. 
 

 
(a) 

 
                                             (b) 
 

 
                                                    (c) 

 

 
                                               (d) 

Figure 6. UCISECOM dataset (a-b) Confusion matrices, (c) PR 

curve, and (d) ROC 

Figure. 6 defines the classifier result of the IID-SBODL 

methodology on UCISECOM database. Figures. 6a-6b 

represents the confusion matrices achieved by the IID-SBODL 

algorithm at 70:30 of TR phase/TS phase. The outcome implied 

that the IID-SBODL algorithm has classified and detected all 2 

classes correctly. Also, fig. 6c exhibits the PR outcome of the 

IID-SBODL system. The simulation value inferred that the IID-

SBODL system has gained higher values of PR on 2 classes. 

Besides, Fig. 6d defines the ROC outcome of the IID-SBODL 

methodology. The outcome exhibited that the IID-SBODL 

system led to effective performances with higher values of ROC 

in 2 classes. 
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The intrusion detection outcomes of the IID-SBODL algorithm 

are tested on the UCISECOM database is defined in table 3 and 

figure. 7. The simulation outcome stated that the IID-SBODL 

algorithm properly identifies the intrusions. With 70% of TR 

phase, the IID-SBODL approach gains average 𝑎𝑐𝑐𝑢𝑦  of 

98.94%, 𝑝𝑟𝑒𝑐𝑛 of 98.94%, 𝑠𝑒𝑛𝑠𝑦  of 98.94%, 𝑠𝑝𝑒𝑐𝑦  of 

98.94%, and 𝐹𝑠𝑐𝑜𝑟𝑒  of 98.94%. Moreover, with 30% of TS 

phase, the IID-SBODL system reaches average 𝑎𝑐𝑐𝑢𝑦  of 

98.80%, 𝑝𝑟𝑒𝑐𝑛 of 98.80%, 𝑠𝑒𝑛𝑠𝑦  of 98.80%, 𝑠𝑝𝑒𝑐𝑦  of 

98.80%, and 𝐹𝑠𝑐𝑜𝑟𝑒 of 98.80%. 
 

░ Table 3 Intrusion detection outcome of IID-SBODL 

approach on UCISECOM database  

 

UCI SECOM Dataset 

Classes  𝑨𝒄𝒄𝒖𝒚 𝑷𝒓𝒆𝒄𝒏 𝑺𝒆𝒏𝒔𝒚 𝑺𝒑𝒆𝒄𝒚 𝑭𝑺𝒄𝒐𝒓𝒆 

TR Phase (70%) 

Class 1 98.80 99.09 98.80 99.08 98.94 

Class 2 99.08 98.80 99.08 98.80 98.94 

Average 98.94 98.94 98.94 98.94 98.94 

TS Phase (30%) 

Class 1 98.93 98.66 98.93 98.67 98.80 

Class 2 98.67 98.94 98.67 98.93 98.80 

Average 98.80 98.80 98.80 98.80 98.80 

 

 
 

Figure 7. Average of IID-SBODL approach on UCISECOM database 

 

The comparison outcome of the IID-SBODL system with other 

algorithms on the UCISECOM database is illustrated in Fig. 8. 

The outcome inferred that the DNN Layer2 and Ensemble 

approaches attain worse outcomes. Besides, the DNN Layer1, 

DNN Layer3, PSO Ensemble, and SSA-CRNN systems reach 

somewhat enhanced outcomes. However, the MFSDL-ADIIoT 

system attains considerable outcomes. However, the IID-

SBODL methodology outperforms the other systems with 

maximal 𝑝𝑟𝑒𝑐𝑛  of 98.94%, 𝑟𝑒𝑐𝑎𝑙  of 98.94%, 𝑎𝑐𝑐𝑢𝑦  of 

98.94%, and 𝐹𝑠𝑐𝑜𝑟𝑒 of 98.94%. Thus, the IID-SBODL system 

can be applied for automated intrusion recognition process. 

 
Figure 8. Comparative outcome of IID-SBODL algorithm on 

UCISECOM dataset 
 

The exceptional performance of the IID-SBODL model can be 

attributed to the synergistic contribution of its key components. 

Firstly, the preprocessing phase ensures that input data is 

appropriately formatted, enhancing compatibility for 

subsequent stages. The utilization of the Echo State Network 

(ESN) model facilitates effective intrusion recognition and 

classification. ESN's inherent ability to capture complex 

temporal dependencies in data contributes to the model's 

robustness in detecting anomalous patterns within IIoT 

environments. The optimization process through the Successive 

Binary Optimization (SBO) algorithm plays a crucial role in 

fine-tuning the ESN's configuration. SBO enhances the model's 

adaptability by optimizing parameters to better suit the specific 

characteristics of the industrial network, thereby improving 

precision in identifying security breaches. The collective impact 

of these components results in a model that excels in accurately 

detecting and classifying intrusions, showcasing its 

effectiveness in enhancing the security posture of IIoT 

environments. Furthermore, the IID-SBODL model's success 

can be attributed to its ability to learn from dynamic and 

evolving threats. The iterative optimization mechanism, 

coupled with the ESN's capacity to handle temporal variations, 

contributes to the model's resilience against emerging intrusion 

patterns. This adaptability enables IID-SBODL to outperform 

conventional methods, demonstrating its efficacy in 

safeguarding critical industrial processes. 

 

░ 5. CONCLUSION 
This study presents an IID-SBODL model for IIoT 

Environment. The IID-SBODL technique initially preprocesses 

the input data for compatibility. Next, the IID-SBODL 

technique applies ESN model for effectual recognition and 

classification of the intrusions. Finally, the SBO algorithm 

optimizes the configuration of the ESN, boosting its capability 

for precise identification of anomalies and significant security 

breaches within IIoT networks. By widespread simulation 

evaluation, the experimental results pointed out that the IID-

SBODL technique reaches maximum detection rate and 

improves the security of the IIoT environment. The IID-

SBODL model gives to the development of robust intrusion 
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detection mechanisms for safeguarding critical industrial 

processes in the era of interconnected and smart IIoT 

environments. Through comprehensive experimentation on 

both UNSW-NB15 and UCI SECOM datasets, the model 

exhibited exceptional performance, achieving an average 

accuracy of 99.55% and 98.87%, precision of 98.90% and 

98.93%, recall of 98.87% and 98.80%, and F-score of 98.88% 

and 98.87% for the respective datasets. These results 

underscore the IID-SBODL model's prowess in accurately 

identifying and classifying intrusions, surpassing existing 

methods. The significant improvements in detection rates and 

overall security posture make IID-SBODL a valuable 

contribution to safeguarding critical industrial processes in 

interconnected and smart IIoT environments. 
 

While the IID-SBODL model exhibits remarkable performance, 

it is essential to acknowledge its limitations. One constraint lies 

in its sensitivity to the characteristics of the training datasets, 

potentially leading to challenges when confronted with novel, 

unseen threats. Additionally, the computational complexity 

associated with the ESN model and SBO algorithm may impact 

real-time applicability in large-scale IIoT networks. 

For future work, addressing these limitations could involve 

refining the model's adaptability to dynamic and evolving 

threats by incorporating continual learning mechanisms. 

Exploring techniques to optimize computational efficiency 

without compromising accuracy would enhance the model's 

scalability. Moreover, extending the evaluation to diverse IIoT 

environments and datasets would provide a more 

comprehensive understanding of IID-SBODL's 

generalizability. These endeavors aim to propel the IID-

SBODL model towards increased robustness and applicability 

in real-world industrial scenarios. 
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